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The Chairman’s Message 
 
Following the tradition set at Louvain-la-Neuve in 1997 and Berlin in 1999, Tampere 
is honoured to host WIAMIS 2001. The Workshop on Image Analysis for Multimedia 
Interactive Services (WIAMIS) is sponsored by the EU COST 211 quat Action, 
Tampere International Center for Signal Processing and Tampere University of 
Technology. WIAMIS is a major window to the outside world for the closed 
collaborative Action COST 211. Cross fertilization of ideas is our prime goal in this 
workshop, in addition to attracting new members working on related areas to COST 
211. 
 
The current phase, COST 211 quat, focuses on two important aspects of multimedia 
interactive services, namely, moving sequence segmentation and content-based 
indexing, browsing and retrieval.  Some 30 papers from 13 countries will be presented 
at WIAMIS 2001 covering both of these topics.  
 
WIAMIS 2001 features two invited keynote speakers. Dr. Thomas Sikora, from 
Heinrich-Hertz Institute in Berlin and Chairman of the Video Group in MPEG-4, will 
talk about the next generation user interface technology. Professor Philippe 
Salembier, from Universitat Politecnica de Catalunya and Chairman of the MPEG-7 
Mulmedia Description Group, will give an overview of the MPEG-7 standard and of 
future challenges for visual information analysis. 
 
A special session is organized during Day 1 of the workshop where two successful 
proposals, in reply to the Call for Comparison with the COST AM which was 
launched by COST 211 quat, will be presented. The remaining papers are organized 
in oral and poster sessions. 
 
I would like to thank all authors for their great efforts in making this high quality 
technical program. Sincere thanks are due to the members of the Technical Program 
Committee, in particular Geoff Morrison of BT, Ferran Marques and Philippe 
Salembier of UPC, Ebroul Izquierdo of QMUL and Thomas Sikora of HHI. Dr. Eric 
Badique, from the European Commission, is acknowledged for his support and 
encouragement, especially with the Call for Comparison with the COST AM. 
Assistance with the local arrangementsby Pasi Reijonen and Elina Orava from 
Tampere University of Technology is greatly appreciated.  
 
Last but not least, I wish to thank our two sponsors: the COST Telecommunication 
Framework of the European Commission, in particular COST 211 quat Action and 
Tampere International Center for Signal Processing for sponsoring the workshop. 
 
I wish all participants a fruitful and enjoyable workshop and a wonderful stay in 
Tampere. 
 

Moncef Gabbouj 
Chairman 
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Smart environments, wearable computers, perceptual user interfaces and ubiquitous 
computing are widely thought to be the coming "fourth generation" computing, information 
and communication technology.  Before this new generation of computing can be widely 
deployed, it has to be equipped with "smart" sensing technology and user interfaces, that 
allow the computers to be used without detailed instructions and to respond to their 
environment automatically. At HHI, of prime importance are research topics related to the 
machine vision problem of detecting, tracking and identifying people. More specifically, our 
work is dedicated towards detecting humans, interpreting human behaviour, to understand 
where people are looking or pointing at, what task they are doing, and whether they are 
communicating. The purpose of the presentation at WIAMIS'01 is to introduce the "Sensing 
People" vision and to provide examples of applications scenarios.  
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ABSTRACT

The algorithm presented in this paper was proposed for
comparisons using the COST 211 data set. It is com-
prised of three main stages: (1) classi�cation of the im-
age sequence, and parametric motion estimation in case
of a moving camera, (2) change detection having as ref-
erence a �xed frame, an appropriately selected frame or
a displaced frame, and (3) object localisation using lo-
cal colour features. The image sequence classi�cation is
based on statistical tests on the frame di�erence. The
change detection module uses the two-label fast march-
ing algorithm. Finally, the object localisation uses a
region growing algorithm based on the colour similarity.

1 INTRODUCTION

Video segmentation is a key step in image sequence anal-
ysis and its results are extensively used for determining
motion features of scene objects, as well as for coding
purposes to reduce storage requirements. The devel-
opment and wide-spread use of the international cod-
ing standard MPEG-4 [11], which relies on the concept
of image/video objects as transmission elements, has
raised the importance of these methods. Moving objects
could also be used for content description in MPEG-7
applications.
Various approaches have been proposed for video or

spatio-temporal segmentation. An overview of segmen-
tation tools, as well as of region-based representations of
image and video, are presented in [6]. The video object
extraction could be based on change detection and mov-
ing object localisation, or on motion �eld segmentation,
particularly when the camera is moving. Our approach
is based exclusively on change detection. The costly and
potentially inaccurate motion estimation process is not
needed. We present here some relevant work from the
related literature for better situating our contribution.
In the framework of COST 211 an Analysis Model

(AM) is proposed for image and video analysis and seg-
mentation [2]. The essential feature of the AM is its
ability to fuse information from di�erent sources: colour
segmentation, motion segmentation, and change detec-
tion. Kim et al. [5] proposed a method using global

motion estimation, change detection, temporal and spa-
tial segmentation.

Our algorithm, after the global motion estimation
phase, is mainly based on change detection. The change
detection problem is formulated as two-label classi�ca-
tion. In [8] we have introduced a new methodology for
pixel labelling called Bayesian Level Sets, extending the
level set method [7] to pixel classi�cation problems. We
have also introduced the Multi-label Fast Marching al-
gorithm and applied it at �rst to the change detection
problem [10]. A more recent and detailed presentation
is given in [9]. The algorithm presented in this paper
di�ers from previous work in the �nal stage where the
boundary based object localisation is replaced by a re-
gion based object labelling.

In Section 2 the method for selecting the appropri-
ate frame di�erence for detecting the moving object is
presented. In Section 3 we present the multi-label fast
marching algorithm, which uses the frame di�erence and
an initial labelling for segmenting the image into un-
changed and changed regions with respect to the cam-
era, i.e. changes independent of the camera motion.
The last step of the entire algorithm is presented in Sec-
tion 4 where a region growing technique extends an ini-
tial segmentation map. Section 5 concludes the paper,
commenting on the obtained results.

2 FRAME DIFFERENCE

In our approach the main step in video object segmen-
tation is change detection. Therefore for each frame
we must �rst determine another frame which will be
retained as reference frame and used for the compari-
son. Three di�erent main situations may occur: (a) a
constant reference frame, as in surveillance applications,
(b) another frame appropriately selected, in the case of
a still camera, and (c) a computed displaced frame, in
the case of a moving camera.

The image sequence must be classi�ed according to
the above categories. We use a hierarchical categoriza-
tion based on statistics of frame di�erences. At �rst the
hypothesis (a) is tested against the other two. We can
consider there to exist a unique background reference



image if, for a number of frames, the observed frame
di�erences are negligible. A test on the empirical prob-
ability distribution is then used.
When the reference is not constant we have to deter-

mine the more appropriate reference in order to identify
independently moving objects. In order to determine
the reference frame, it must be decided if the camera is
moving or not. The test is again based on the empirical
probability distribution of the frame di�erences.
Before considering the two possible cases we will

present the statistical model used for the frame dif-
ference, because the determination of the appropriate
reference frame is based on this model. Let D =
fd(x; y); (x; y) 2 Sg denote the gray level di�erence im-
age. The change detection problem consists of determin-
ing a \binary" label �(x; y) for each pixel on the image
grid. We associate the random �eld �(x; y) with two
possible events, �(x; y) = static (unchanged pixel), and
�(x; y) = mobile (changed pixel). Let pDjstatic(djstatic)
(resp. pDjmobile(djmobile)) be the probability density
function of the observed inter-frame di�erence under
the H0 (resp. H1) hypothesis. These probability den-
sity functions are assumed to be zero-mean Laplacian
for both hypotheses (l = 0; 1)

p(d(x; y)j�(x; y) = l) =
�l
2

e��ljd(x;y)j: (1)

Let P0 (resp. P1) be the a priori probability of hypothe-
sis H0 (resp. H1). Thus the probability density function
is given by

pD(d) = P0 pDj0 (djstatic) + P1 pDj1(djmobile): (2)

In this mixture distribution fPl; �l; l 2 f0; 1gg are un-
known parameters. The principle of Maximum Likeli-
hood is used to obtain an estimate of these parameters
[3].
In the case of a still camera, the current frame must be

compared to another frame su�ciently distinct, i.e., is a
frame where the moving object is displaced to be clearly
detectable. For that the mixture of Laplacian distribu-
tions (2) is �rst identi�ed. The degree of discrimination
of the two distributions is indicated by the ratio of the
two corresponding standard deviations, or, equivalently,
by the ratio of the two estimated parameters �0 and �1.
So we search for the closest frame, which is su�ciently
discriminated from the current one. The threshold (T�)
on the ratio of standard deviations is supplied by the
user, and thus is determined the frame di�erence.
In the case of a moving camera the frame di�erence

is determined by the displaced frame di�erence of suc-
cessive frames. The camera movement must be com-
puted for obtaining the displaced frame di�erence. We
use a three-parameter model for describing the camera
motion, composed of two translation parameters and a
zoom parameter. The estimation of the three param-
eters is based on a frame matching technique with a

robust criterion of least median of absolute displaced
di�erences. For computational complexity reasons the
median is determined using the histogram of the abso-
lute displaced frame di�erences.

3 CHANGE DETECTION USING FAST
MARCHING ALGORITHM

3.1 Initial labelling

An initial map of labelled sites is obtained using sta-
tistical tests. The �rst test detects changed sites with
high con�dence. The false alarm probability is set to
a small value, say PF . For the entire COST data set
PF = 10�7. Subsequently a series of tests is used for
�nding unchanged sites with high con�dence, i.e., with
a small probability of non-detection. For these tests a se-
ries of six windows of dimension (2w+1)2, w = 2; : : : ; 7,
is considered and the corresponding thresholds are pre-
set as a function of �1. Let us denote by Bw the set
of pixels labelled as unchanged when testing window in-
dexed by w. We set them as follows

Bw =
�
(x; y) :

wX
k=�w

wX
l=�w

jd(x+ k; y + l)j < w
�1

	
;

for w = 2; : : : ; 7. The probability of non-detection de-
pends on the threshold w, while �1 is inversely propor-
tional to the dispersion of d(x; y) under the \changed"
hypothesis. As the evaluation of this probability is not
straightforward, the numerical value of w is empirically
�xed. Finally the union of the above sets [7

w=2Bw de-
termines the initial set of \unchanged" pixels.

3.2 Label propagation

A multi-label fast marching level set algorithm is then
applied to all sets of points initially labelled. This algo-
rithm is an extension of the well-known fast marching
algorithm [7]. The contour of each region is propagated
according to a motion �eld, which depends on the label
and on the absolute inter-frame di�erence. The label-
dependent propagation speed is set according to the a

posteriori probability principle. As the same principle
will be used later for other level set propagations and
for their respective velocities, we shall present here the
fundamental aspects of the de�nition of the propaga-
tion speed. The candidate label is ideally propagated
with a speed in the interval [0; 1], equal in magnitude
to the a posteriori probability of the candidate label at
the considered point. Let us de�ne at a site (x; y), for a
candidate label l and for a data vector d the propagation
speed as

vl(x; y) = Prfl(x; y)jd(x; y)g
Then we can write

vl(x; y) =
p(d(x; y)jl(x; y))Prfl(x; y)gX

k

p(d(x; y)jk(x; y))Prfk(x; y)g
: (3)



Therefore the propagation speed depends on the likeli-
hood ratios and on the a priori probabilities. The likeli-
hood ratios can be evaluated according to assumptions
on the data, and the a priori probabilities could be es-
timated, either globally or locally, or assumed all equal.
In the case of a decision between the \changed" and

the \unchanged" labels according to the assumption of
Laplacian distributions, the likelihood ratios are expo-
nential functions of the absolute value of the inter-frame
di�erence. In a pixel-based framework the decision pro-
cess is highly noisy. Moreover, the moving object might
be non-rigid, its various components undergoing dif-
ferent movements. In regions of uniform intensity the
frame di�erence could be small, while the object is mov-
ing. The memory of the \changed" area of the previous
frames should be used in the de�nition of the local a pri-

ori probabilities used in the propagation process. Ac-
cording to Equations (3) and (1) the two propagation
velocities could be written as follows

v0(x; y) =
1

1 + Q1(x;y;0)�1
Q0(x;y;0)�0

e(�0��1)jd(x;y)j

and

v1(x; y) =
1

1 + Q0(x;y;1)�0
Q1(x;y;1)�1

e�(�0��1)jd(x;y)j
;

where the parameters �0 and �1 have been previously
estimated. We distinguish the notation of the a pri-

ori probabilities de�ned here from those given in Equa-
tion (2), because they should adapted to the conditions
of propagation and to local situations. Indeed, the above
velocity de�nition is extended in order to include the
neighbourhood of the considered point

vl(x; y) = Prfl(x; y)jd(x; y); k̂(x0; y0); (x0; y0) 2 N (x; y))g;

where the neighbourhood may depend on the label, and
may be de�ned on the current frame as well as on pre-
vious frames. Therefore in this case the ratio of a pri-

ori probabilities is adapted to the local context, as in a
Markovian model. A more detailed presentation of the
approach for de�ning and estimating these probabilities
follows.
From the statistical analysis of the data's mixture dis-

tribution we have an estimation of the a priori probabil-
ities of the two labels (P0; P1). This is an estimation and
not a priori knowledge. However, the initially labelled
points are not necessarily distributed according to the
same probabilities, because the initial detection depends
on the amount of motion, which could be spatially and
temporally variant. We de�ne a parameter � measur-
ing the divergence of the two probability distributions
as follows:

� =

 
P̂0P1

P̂1P0

!�0(P̂0+P̂1)

;

where P̂0 + P̂1 + P̂u = 1, P̂u being the percentage of
unlabelled pixels. The parameter �0 is �xed equal to 4
if the camera is not moving, and to 2 if the camera is
moving. Then � will be the ratio of the a priori proba-
bilities. In addition, for v1(x; y) the previous \change"
map and local assignements are taken into account, and
we de�ne

Q0(x; y; 1)

Q1(x; y; 1)
=

e�1�(�(x;y)+n1(x;y)�n0(x;y))�

�
;

where �(x; y) = ln(2�(x; y)�1), with �(x; y) the distance
of the (interior) point from the border of the \changed"
area on the previous pair of frames, and n1(x; y) (resp.
n0(x; y)) the number of pixels in neighbourhood already
labelled as \changed" (resp. \unchanged"). The param-
eter � is adopted from the Markovian nature of the label
process and it can be interpreted as a potential charac-
terizing the labels of a pair of points. Finally, the exact
propagation velocity for the \unchanged" label is

v0(x; y) =
1

1 + � �1
�0
e�0+(�0��1)jd(x;y)j�n�(x;y)�

(4)

and for the \changed" label

v1(x; y) =
1

1 + 1
�
�0
�1
e�1�(�0��1)jd(x;y)j�(�(x;y)�n�(x;y))�

;

(5)
where n�(x; y) = n0(x; y) � n1(x; y). In the tested im-
plementation the parameters are set as follows: �0 = 4�
and �1 = 5� + 4.
We use the fast marching algorithm for advancing the

contours towards the unlabelled space. Often in level set
approaches constraints on the boundary points are in-
troduced in order to obtain a smooth and regularised
contour and so that an automatic stopping criterion
for the evolution is available. Our approach di�ers in
that the propagation speed depends on competitive re-
gion properties, which both stabilise the contour and
provide automatic stopping for the advancing contours.
Only the smoothness of the boundary is not guaranteed.
Therefore the dependence of the propagation speed on
the pixel properties alone, and not on contour curva-
ture measures, is not a strong disadvantage here. The
main advantage is the computational e�ciency of the
fast marching algorithm.
The proposed algorithm is a variant of the fast march-

ing algorithm which, while retaining the properties of
the original, is able to cope with multiple classes (or
labels). The execution time of the new algorithm is ef-
fectively made independent of the number of existing
classes by handling all the propagations in parallel and
dynamically limiting the range of action for each label
to the continually shrinking set of pixels for which a �-
nal decision has not yet been reached. The propagation
speed may also have a di�erent de�nition for each class
and the speed could take into account the statistical de-
scription of the considered class.



The high-level description of the algorithm is as fol-
lows:

InitTValueMap()
InitTrialLists()
while (ExistTrialPixels())
f
pxl = FindLeastTValue()
MarkPixelAlive(pxl)
UpdateLabelMap(pxl)
AddNeighborsToTrialLists(pxl)
UpdateNeighborTValues(pxl)

g

The algorithm is supplied with a label map partially
�lled with decisions. A map with pointers to linked lists
of trial pixel candidacies is also maintained. These lists
are initially empty except for sites neighbouring initial
decisions. For those sites a trial pixel candidacy is added
to the corresponding list for each di�erent label of neigh-
bouring decisions and an initial arrival time is assigned.
The arrival time for the initially labelled sites is set to
zero, while for all others it is set to in�nity. Apart from
their participation in trial lists, all trial candidacies are
maintained in a common priority queue, in order to fa-
cilitate the selection of the candidacy with the smallest
arrival time.

While there are still unresolved trial candidacies, the
trial candidacy with the smallest arrival time is selected
and turned alive. If no other alive candidacy exists for
this site, its label is copied to the �nal label map. For
each neighbour of this site a trial candidacy of the same
label is added, if it does not already possess one, to its
corresponding trial list. Finally, all neighbouring trial
pixels of the same label update their arrival times ac-
cording to the stationary level set equation

k rT (x; y) k= 1

v(x; y)
(6)

where v(x; y) corresponds to the propagation speed at
point (x; y) of the evolving front, while T (x; y) is a map
of crossing times.

While it may seem that for a given site trial pixels
can exist for all di�erent labels, in fact there can be at
most four, since a trial candidacy is only introduced by
a �nalised decision of a neighbouring pixel. In prac-
tice trial pixels of di�erent labels coexist only in region
boundaries; therefore the average number of label candi-
dacies per pixel is at most two. Even in the worst case,
it is evident that the time and space complexity of the
algorithm is independent of the number of di�erent la-
bels. Experiments indicate a running time no more than
twice that required by the single contour fast marching
algorithm.

4 MOVING OBJECT LOCALIZATION US-
ING REGION GROWING ALGORITHM

4.1 Initialisation

The change detection stage could be used for initialisa-
tion of the moving object tracker. The objective now is
to localize the boundary of the moving object. The ideal
change area is the union of sites which are occupied by
the object in two successive time instants

C(t; t+ 1) = O(t) [ O(t+ 1); (7)

where O(t) is the set of points belonging to the moving
object at time t. Let us also consider the change area

C(t� 1; t) = O(t) [ O(t� 1): (8)

It can easily be shown that the intersection of two suc-
cessive change maps C(t� 1; t) \ C(t; t+ 1) is equal to

O(t) [ (O(t + 1) \ O(t� 1)):

This means that the intersection of two successive
change maps is a better initialisation for moving object
localisation than either of them. In addition sometimes

(O(t + 1) \ O(t� 1)) � O(t):

If this is true, then

C(t; t+ 1) \ C(t; t� 1) = O(t):

Of course the above described situation is an ideal
one, and is a good approximation only in the case of
a still camera. Thus in this case, knowing also that
there are some errors in change detection and that some-
times under some assumptions the intersection of the
two change maps gives the object location, we propose
to initialize a region growing algorithm by this map, i.e.,
the intersection of two successive change maps. This
search will be performed in two stages: �rst, an area
containing the object's boundary is extracted, and sec-
ond, the boundary is detected. The description of these
stages follows.

4.2 Extraction of the uncertainty area

The objective now is to determine the area that con-
tains the object's boundary with extremely high con�-
dence. Because of errors resulting from the change de-
tection stage, and also because of the fact that the ini-
tial boundary is, in principle, placed outside the object,
as shown in the previous subsection, it is necessary to
�nd an area large enough to contain the object's bound-
ary. This task is simpli�ed if some knowledge about the
background is available. In the absence of knowledge
concerning the background, the initial boundary could
be relaxed in both directions, inside and outside, with
a constant speed, which may be di�erent for the two
directions. Within this area then we search for the pho-
tometric boundary.



The objective is to place the inner border on the mov-
ing object and the outer border on the background. We
emphasise here that inner means inside the object and
outer means outside the object. Therefore if an object
contains holes the inner border corresponding to the hole
includes the respective outer border, in which case the
inner border is expanding and the outer border is shrink-
ing. In any case the object contour is expected to be
between them at every point and under this assump-
tion it will be possible to determine its location by the
gradient-based module described in the next subsection.
Therefore, the inner border should advance rapidly for
points on the background and slowly for points on the
object, whereas the opposite should be happen for the
outer border.
For cases in which the background can be easily de-

scribed, a level set approach extracts the zone of the ob-
ject's boundary. Let us suppose that the image intensity
of the background could be described by a Gaussian ran-
dom variable with mean � and variance �2. This model
could be adapted to local measurements.
The propagation speeds will be also determined by

the a posteriori probability principle. If, as assumed,
the intensity on the background points is distributed
according to the Gaussian distribution, the local aver-
age value of the intensity should also follow the Gaus-
sian distribution with the same mean value and variance
proportional to �2. The likelihood test on the validity
of this hypothesis is based on the normalised di�erence
between the average and the mean value

(�I � �)2

�2

where �I is the average value of the intensity in a window
of size 3 � 3 centered at the examined point. A low
value means a good �t with the background. Therefore
the inner border should advance more rapidly for low
values of the above statistics, while the outer border
should be decelerated for the same values.
On the other hand it is almost certain that the bor-

der resulting from the previous stages is located on the
background. Thus the probability of being on the back-
ground is much higher than the probability of being on
the object. For the outer border the speed is de�ned as

vb =
1

1 + cbe
�4

(�I��)2

�2

(9)

where it is considered that the variance of �I is equal to
�2=8. According to Equation (3) the constant cb is

cb =
Pb
Po

�

�
p
2�

;

where Pb and Po are the a priori probabilities of being
on the background or on the moving object, respectively.
We have assumed that in the absence of knowledge the

intensity on the object is uniformly distributed in an in-
terval whose the width is � (possibly equal to 255). As
the initial contour is more likely located on the back-
ground, Po is given a smaller value than Pb (typically
Pb=Po = 3). The outer border advances with the com-
plementary speed

vo = 1� vb; (10)

using the same local variance computation.
The width of the uncertainty zone is determined by

a threshold on the arrival times, which depends on the
size of the detected objects and on the amount of motion
and which provides the stopping criterion. At each point
along the boundary the distance from a correspond-
ing \center" point of the object is determined using a
heuristic technique for fast computation. The uncer-
tainty zone is a �xed percentage of this radius modi�ed
in order to be adapted to the motion magnitude. How-
ever, motion is not estimated, and only a global motion
indicator is extracted from the comparison of the con-
secutive changed areas. The motion indicator is equal
to the number of pixels with di�erent labels on two con-
secutive \change" maps reported to the number of the
detected object points.

4.3 Region growing-based object localisation

The last stage of object segmentation is carried out by a
seeded region growing (SRG) algorithm which was ini-
tially proposed for static image segmentation using a
homogeneity measure on the intensity function [1]. It
is a sequential labelling technique, in which each step
of the algorithm labels exactly one pixel, that with the
lowest dissimilarity. In [4] the SRG algorithm was used
for semi-automatic motion segmentation.
The segmentation result depends on the dissimilarity

criterion, say �(�; �). The colour features of both back-
ground and foreground are unknown in our case. In ad-
dition local inhomogeneity is possible. For these reasons
we �rst determine the connected components already
labeled, with two possible labels: background and fore-
ground. On the boundary of all connected components
we place representative points, for which we compute
the locally average colour vector in the Lab system. The
dissimilarity of the candidate for labelling and region
growing point from the labelled regions is determined
using this feature and the euclidean distance. After ev-
ery pixel labelling the corresponding feature is up-dated.
Therefore, we search for sequential spatial segmenta-
tion based on colour homogeneity, knowing that both
background and foreground objects may be globally in-
homogeneous, but presenting local colour similarities,
su�cient for their discrimination.
For the implementation of the SRG algorithm, a list

that keeps its members (pixels) ordered according to the
dissimilarity criterion is used, traditionally referred to as
Sequentially Sorted List (SSL). With this data structure
available, the complete SRG algorithm is as follows:



S1 Label the points of the initial sets.

S2 Insert all neighbours of the initial sets into the SSL.

S3 Compute the average local colour vector for a pre-
determined subset of the boundary points of the
initial sets.

S4 While the SSL is not empty:

S4.1 Remove the �rst point y from the SSL and
label it.

S4.2 Update the colour features of the representa-
tive to which the point y was associated.

S4.3 Test the neighbours of y and update the SSL:

S4.3.1 Add neighbours of y which are neither
already labeled nor already in the SSL,
according to their value of �(�; �).

S4.3.2 Test for neighbours which are already
in the SSL and now border on an ad-
ditional set because of y's classi�cation.
These are agged as boundary points.
Furthermore, if their �(�; �) is reduced,
they are promoted accordingly in the SSL.

When SRG is completed, every pixel is assigned one
of the two possible labels: foreground or background.

5 RESULTS AND CONCLUSION

We applied the above described algorithm to the entire
COST data set. The results are given in the following
web page

http://www.csd.uoc.gr/~tziritas/cost.html

We obtained results ranging from good to very good,
depending on the image sequence. The image sequence
classi�cation was always correct. The parametric mo-
tion model was estimated with su�cient accuracy. The
independent motion detection was con�dent in the case
of camera motion. The mixture of Laplacians was ac-
curately estimated, and the initialization of the label
map was correct, except for some problems caused by
shadows, reexions and homogeneous intensity on the
moving objects. The fast marching algorithm was very
e�cient and performant. The last stage of moving ob-
ject localisation can be further improved. The mod-
elization of local colour and texture content could be
possible, leading to a more adaptive region growing, or
eventually a pixel labelling procedure.
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ABSTRACT

A system separating objects moving within a slow
changing background is presented. The originality of
the approach resides in two related components. First,
the change detection robust to camera noise which does
not require any sophisticated parametric tuning as it is
based on a probabilistic method. Second, the change is
detected between a video frame representing a scene at
a given time, and reference that is updated continuously
to take into account slow variation in the background.
The system is particularly suitable for indoor and out-
door surveillance. Simulation results show that the pro-
posed scheme performs rather well in extracting video
objects, with stability and good accuracy, while being
of a relatively reduced complexity.

1 INTRODUCTION

Advances in micro-processors, software design and net-
working have made it possible to rely on more sophisti-
cated machines capable of performing more complex op-
erations, based on richer information. As a consequence,
image understanding and computer vision is reaching a
certain maturity so as to be considered for applications
in every day life.
Emerging standards such as MPEG-4 and MPEG-7

have contributed to accelerate this trend. MPEG-4, as
an object-based coding algorithm, allows manipulation
of audiovisual objects in a compressed video, in a sim-
ilar way one interacts with physical objects in the real
life. This brings enhanced functionalities and applica-
tions such as eÆcient very low bit rate video coding
where only the objects of interest are coded. Similarly, it
is possible to reconstruct a photo-realistic virtual scene
by taking objects from other real scenes and render-
ing them together in a manner similar to special vi-
sual e�ects in the movie industry. Such applications are
obviously possible only when objects can be detected
and extracted from natural scenes, either manually, in a
semi-automatic way, or even in a fully automatic fash-
ion. MPEG-7 the emerging standard for representation
of audiovisual information based on a content-based ap-
proach allows for simple to sophisticated description of

such content. This enables applications such as search
and �ltering where information with a speci�c content is
(or is not) of interest. Video surveillance is another typ-
ical application where content of a scene has to be exam-
ined to decide if any abnormal behaviour has occured.
Abnormal can vary from simple motion of certain ob-
ject, to more sophisticated patterns in their behaviour.

Segmentation is one of the fundamental problems in
image processing. Although human beings and most an-
imals perform this task in a relatively straightforward
manner, years of research and developments in machine
vision have not yet succeeded to match the same per-
formance. The problem of segmentation is diÆcult not
only because of the complexity of mechanisms involved
in it, but also because it is ill posed and in this sense,
no unique solution exists to segment a scene. In most
situations, a priori knowledge on the nature of the prob-
lem (or its solution) is needed, often as a function of the
speci�c application in which the segmentation tool is to
be used. A segmentation process leads to a partition of
an image or a video sequence into regions according to
a given criterion. Many of the above-mentioned appli-
cations aim at locating moving objects in the observed
scene, thus a change detector can naturally drive the
segmentation in a more eÆcient way. Change detec-
tion analysis provides a classi�cation of the pixels in the
video sequence into one out of two classes: foreground
(moving objects) and background.

To this end, we combine a change detector with a
background updating technique. On one hand, the
change detector is designed to precisely detect object
contours and to be robust to camera noise. On the
other hand, the adaptive background scheme accounts
for slow environmental light changes. The combination
of the two (called the Video Object Kernel) allows to
automatically detect multiple moving objects in long
video sequences recorded by a monocular static camera.
The foreground objects identi�ed by the Video Object
Kernel are then tracked along time. A successive step
tranforms the 2D tracked shapes in 3D shapes. The
description of the 3D shapes is �nally given to the con-
tent understanding module which derives decisions on



the observed scene. The complete system is depicted in
Fig. 1.

The paper is organized as follows. Section 1 describes
the Video Object Kernel. Section 2 presents the results
of the extraction of foreground objects and their use
in the advanced video surveillance system. Finally, in
Sec. 5, we draw the conclusions.

2 THE VIDEO OBJECT KERNEL

The task of the Video Object Kernel is the identi�ca-
tion of the areas in the video sequence corresponding
to moving objects. Motion cannot be directly measured
in video sequences. A related measure is the luminance
intensity function and its variations in time. For this
reason, a simple change detection technique consists in
subtracting two images. A threshold operation is then
applied on the di�erence image. The threshold is �xed
empirically, and all pixels presenting a value larger than
the threshold are considered as belonging to a moving
object. The threshold has to be tuned manually accord-
ing to the scene characteristics [12]. This approach is
therefore not suitable for automatic applications. Var-
ious methods have been proposed in the literature to
automatically extract objects [3, 7, 8, 10]. A review of
these method can be found in [4].

The relationship between motion and temporal
changes is not unique. Temporal changes in two succes-
sive images occur not only in the area corresponding to
moving objects, but also in two additional areas referred
to as uncovered background and overlap of the same ob-
ject [9]. The uncovered background area does not be-
long to a moving object, but it is detected as temporally
changed. The overlap of two successive instances of the
same object is hard to be detected as changed when the
object is not suÆciently textured. These problems are
less critical when the temporal changes are computed
between the current image and a reference frame that
represents the scene background [5, 6]. For this reason,
we have chosen to detect changes in the current image
with respect to a reference background. In addition, in
order to avoid the drawbacks of a �xed reference frame,
we use an adaptive background reference frame.

2.1 Adaptive background

A reliable reference frame is fondamental for the iden-
ti�cation of moving areas through change detection. A
frame captured when no objects are present in the scene
is used when short sequences are analysed. However,
such a frame is not always available. In addition, a �xed
background image is not suitable for long sequences. In
this case, changes in the enviromental illumination lead
to misdetections.

For these reasons, we use an adaptive background
scheme. The scheme allows to begin the detection of
moving object from any time instant in the sequence,
even if foreground objects are present. In this case a

short set-up time is necessary to create the reference
image.
In the Video Object Kernel, the computation of the

adaptive background frame is an iterative process that
refreshes, at an instant n+1, the background obtained
from n previous frames of the sequence with the incom-
ing n+1 frame. The background updating method uses
a blending formula that weights pixels of the incoming
frame, according to their chances to belong to the back-
ground. This is achieved by computing an error map.
The error map takes into account both changes with re-
spect to the previously computed background and with
respect to the previous frame. A detailed description of
this adaptive process is given in [11]. The block diagram
describing the background updating module is depicted
in Fig. 2.
This adaptive refreshment of the background brings

two main advantages. First, it allows the change de-
tection algorithm to rely on an e�ective reference frame
even if a frame without foreground objects is not avail-
able. Second, it increases signi�cantly the robustness to
slow changes in the environmental and illumination con-
ditions (e.g. clouds occluding the sun light or sunsets).
For long sequences, indeed, when considering the �rst
frame as reference, changes in daylight are detected as
structural changes.
From a computational point of view, it is important

to note that all the frames of the video sequence do not
need to be used in this process. The refreshment rate is
independent from the video frame rate and it can be set
according to the application and the available hardware.

2.2 Change detector

The reference background frame computed and updated
as described in the previous section is given as input to
the change detector. The second input is the current
frame of the sequence under analysis. The goal is the
detection of moving objects. Since moving objects gen-
erate changes in the image intensity, motion detection is
related to temporal change detection. However, besides
the perturbation in the temporal changes introduced by
a moving object, camera noise also heavily inuences
the results of the segmentation. In fact, a large num-
ber of pixels that do not correspond to a change in the
real world appear as changed in the sequence due to the
noise introduced by the acquisition process. To discount
the e�ect of noise, simple change detection techniques
perform a threshold operation on the di�erence image.
The threshold is �xed empirically. All pixels present-
ing a di�erence larger than the threshold are considered
as belonging to a moving object. This approach per-
forms well only on sequences where moving objects are
highly contrasted. However, thresholds have to be tuned
manually according to the sequence properties. In ad-
dition, thresholds need an update along the sequence
itself. These major drawbacks limit this approach for a
fully automatic application.
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Figure 1: Block diagram of the MODEST video surveillance system. The foreground objects extracted by the Video
Object Kernel are �rst tracked and then transformed in 3D shapes. Finally, a content understanding module derives
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Figure 2: Block diagram of the iterative background adaptation. A background frame is generated by integrating
information from the previous frame of the sequence and the already computed background.

To overcome these problems and to obtain a more ex-
ible procedure, we adopt a method that models the noise
statistics. The method is based on a statistical decision
rule. According to this model proposed by Aach [1], it is
possible to assess what is the probability that the value
at a given position in the image di�erence is due to noise
instead of other causes. This procedure is based on the
hypothesis that the additive noise a�ecting each image
of the sequence respects a Gaussian distribution. It is
also assumed that there is no correlation between the
noise a�ecting successive frames of the sequence. These
hypotheses are suÆciently realistic and extensively used
in literature. The results of the change detector is a clas-
si�cation of the image pixels into two groups: changed,
and not changed. The classi�cation is performed ac-
cording to a signi�cance test, after windowing the dif-
ference image. The dimension of the window can be
chosen according to the application. The method and
the parameter selection strategy are described in details
in [4]. It is worth to notice that the only parameter
whose value needs to be de�ned is a signi�cance level.
This is a stable parameter that is not dependent on the
sequence, but on the error rate that it is tolerate for the
application. This method does not require therefore any
manual threshold tuning and does not severely increase
the computational load compared to simple threshold
techniques. An implementation of the method on a Pen-
tium II, 300MHz processor, performs close to real time
(6 frames per second, CIF format).

Since the change detector does not necessarely pro-
vide close contours, a hole �lling procedure is added at
the end of the scheme (Fig. 3). The results of the Video
Object Kernel are then passed to the tracking module.
The 2D object shapes are then translated into 3D, and
their description is �nally used by the content under-

standing module. These modules are described in the
following section.

3 THE Modest SURVEILLANCE SYSTEM

The segmentation and background adaptation tech-
niques implemented in the Video Object Kernel are
integrated within the MODEST surveillance platform.
Their cooperation provided satisfactory results at a rea-
sonable computational cost. More details about the
MODEST system can be found in [2]. The architec-
ture of this system is described on Fig. 4. The sen-
sors used are digital cameras overlooking the surveilled
scene. Although several cameras are used, their �eld of
view do not overlap and the traÆc is thus analysed at a
number of sparse areas. This is typical to commonly in-
stalled video surveillance systems and allows the MOD-
EST platform to be installed without excessive hardware
investments. In order to further cut investments and en-
hance performance, the MODEST Video Object Kernel
isq designed to be placed close to the camera, leaving
the scene descriptors as sole output on an IP network.
This contrasts with current system that often require
optical �bre to convey multiple video streams.
Besides the lower data rate at the segmention output,

a �rst higher-level semantic information is available: the
idea of object, de�ned at this level as an area of con-
nected and segmented image pixels.
Once masks of objects are generated, they are used

by a 3D reconstructor. This reconstractor computes
position, sizes, orientation and speed of the objects as
metric values. The images of objects have thus been
further reduced to a small number of values of a higher
semantic level, gaining substantial signi�cation for the
content understanding platform and for the �nal user.
The geometric representation of objects is then packed
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Figure 3: Block diagram of the change detector. The changes detected in the di�erence between a current frame and
the background frame are then postprocessed to obtain masks of objects without holes.
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Figure 4: The architecture of the Modest surveillance system.

with other descriptors (such as color) and sent to the
content understanding platform. This platform is the
only part of the MODEST system to be dependent on
the application. The platform is composed by a set of
application-speci�c agents. By processing the 3D infor-
mation, the agents derive statistics, analyse the behav-
ior of the objects, and track them through the di�erent
camera sites. The data is then displayed to the user via
an appropriate interface. An example is given in the
next section.

4 RESULTS

The results of the Video Object Kernel are presented
in this section. Since the module is addressed to both
indoor and outdoor surveillance, sequences with very
di�erent characteristics have been considered. The se-
quences selected to present the results are the following.
Hall Monitor, a typical example of indoor surveillance
scene, from the MPEG-4 data set. Group, an indoor
sequences characterized by many interactions and oc-
clusions between the objects. The sequence belongs to
the test set of the European IST project art.live. Finally,
Highway, a typical traÆc surveillance sequence from the
MPEG-7 data set, is considered. The sequences contain
both small and large foreground objects. The spatial
resolution of the test sequences is 288� 352 pixels (CIF
format) and the temporal resolution is 30 images per
second for Hall Monitor and 25 images per second for
Group and Highway.

The same set of parameters has been used for all the
sequences. The background refresh rate has been se-
lected as half the original sequence frame rate.

Figure 5 presents the input and the output of the
Video Object Kernel for the three sequences considered
in this section. The results show a correct extraction of
the foreground for both small and large objects. In ad-
dition the contours of the extracted objects are correctly
de�ned and they are stable over time.

It is important to stress that all the sequences have
been processed without changing the parameters of the
Video Object Kernel. The obtained results demonstrate
that the performance of the proposed method does not
vary if the scene content changes. However, the results
shown in this section di�er from the ones of an ideal
object extractor for two aspects. The �rst aspect is the
low-pass �lter e�ect introduced by the windowing in the
change detector. The extracted contours are slightly
larger then the real ones. This error is acceptable for
surveillance applications. It could be corrected by a
postprocessing module, if another application requires
contours exactly �tting the objects. The second devia-
tion from an ideal extraction is the presence of shadows
in the change detection mask. Shadows are in fact de-
tected as moving objects since they possess the same
characteristics. The 2D to 3D conversion module in the
MODEST system takes care of this problem and pro-
vides a correct description of the 3D shapes. An exam-
ple of 3D shapes and object tracking is given in Fig. 6.



                                                            

                                                            

                                                            

                                                            

                                                            

                                                            

Figure 5: Original frames (�rst row:Hall Monitor, third row:Group, �fth row:Highway), and corresponding results
(second, fourth, and sixth row) of the Video Object Kernel. The extraction of the video objects corresponding to the
above original frame is visualized by superposing the resulting change detection mask over the original sequence. The
complete sequences are available at http://ltswww.ep.ch/�andrea/vok.html .



Figure 6: Example of �nal result of the MODEST sys-
tem. The moving objects are tracked and their 3D
shapes are described.

5 CONCLUSIONS

We presented here a novel scheme for extraction of video
objects in a scene generated from a single camera with-
out any speci�c calibration. The scheme makes use of a
statistical change detection where the only parameter to
set is related to a probability of detection of a moving ob-
jects (structural change) versus that of the noise of the
camera. Making use of a varying reference image, which
approximates scenes background, further enhances this
change detection. The update of the reference allows
for a better adaptation of the scheme to slowly chang-
ing backgrounds, such as outdoor scenes where changes
in illumination occur.

Experimental results on long sequences show that the
proposed method provides stable results in terms of de-
tection of moving objects and accuracy of their contours.
This method is a component technology to be placed
in a larger framework (e.g. object-based indexing and
retrieval), and has been successfully applied within an
advanced video surveillance system (European project
ACTS304 Modest). In this application, the informa-
tion extracted from the moving objects (such as motion,
shape, colour) are provided to a content understanding
module which is responsible for interpreting the moni-
tored scene.
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ABSTRACT

The objective of our work was to develop a fast and
efficient tool for video content browsing and semantic
video object extraction. The tool was developed using
the Recursive Shortest Spanning Tree (RSST) algorithm
and the Binary Partition Tree (BPT) technique. We first
create an initial partition using the RSST algorithm
which allows the user to specify the initial number of
regions. We then progressively merge these regions to
create the BPT thereby allowing the user to browse the
content in a hierarchical manner. This merging step
creates the binary tree with nearly double the user-
specified number of homogenous regions. User
interaction then allows grouping particular regions into
objects.  This user interaction is designed to allow
object segmentation to be performed in a user-friendly
manner. Any "interesting" regions can be marked in
order to force them not to be further subdivided in the
browsing process, which very importantly allows a
small number of homogenous regions to be selected for
an object. Other functionalities such as manually
correcting the automatically generated results and
multiple object segmentation, etc. are supported.

1. INTRODUCTION

Image content analysis and  specifically object
segmentation is a very important pre-processing step for
emerging standards such as ISO MPEG-4 and ISO
MPEG-7. In the context of  MPEG-4, video object
segmentation and tracking has come under extensive
research in  recent years. Typically, the first stage of any
tracking algorithm is object segmentation performed on
the first image of a sequence. The accuracy of this
segmentation can  determine the success or failure of
the whole tracking process. The object segmentation in
the first image can be performed in automatic or semi-
automatic manner (i.e. areas/regions of interest defined
by the user)  [1].

A "semantic object" can be described as any meaningful
entity in the real world with which the user may wish to
interact i.e. car, television, window, ball, hair, torso,
etc..  In image analysis, these video objects can be
comprised of one or more automatically segmented
regions. In most cases, they are comprised  of multiple
regions.  In this context, we define a region as a
homogenous area (one or multiple pixels) according to a
pre-defined quantitative criterion. In general, this
criterion can be any of grey level, color, texture, motion

or any of the combinations [2,3,4].  In our approach, we
use spatial "color" information as the only homogeneity
information since the object segmentation is currently
only performed on still images. However, this work
could be extended to use  both spatial domain and time
domain information for video sequence segmentation.

The generation of objects can be fully-automatic or
semi-automatic. However, fully-automatic approaches
still require further research due to the fact that general
video sources cannot be modeled accurately to extract
semantic objects [5].

We have chosen two known techniques, RSST and
BPT, to develop our tool. However, other automatic
segmentation algorithms such as morphological
watershed as used in [2], Pyramidal Region growing,
Color Clustering could be used in place of RSST. We
chose the RSST as the automatic segmentation
algorithm due to its simplicity and efficiency among
others [6]. The BPT method provides the hierarchical
region browsing feature to the user thereby allowing the
object segmentation to happen in a user-friendly
manner.

As both these techniques are so-called "bottom-up"
segmentation by region merging it is worthwhile to
mention three notions on merging algorithms. These are
merging order, merging criterion and region model [7].
The merging order defines the order in which the region
links should be processed to determine the sequence of
merging and it is a function of two candidate regions to
be merged. The merging criterion decides whether the
two candidate regions should be merged or not whereas
the region model defines how to represent the resulted
region.

The organization of this paper is as follows. Section 2
gives a short description of the RSST algorithm and
section 3 describes the BPT technique. The
implementation of our approach is then described in
section 4.  Section 5 and 6 then follow with results and
some conclusions.

2. THE RSST METHOD

Due to its simplicity and efficiency the RSST algorithm
can be considered as a very useful  automatic algorithm
for image segmentation. The RSST itself is a
hierarchical algorithm in the sense that segmentation



starts from the finest level (i.e. single pixel level) to
coarsest level (i.e. a user-specified level). For this
reason, the final number of regions has to be externally
specified by the user thus fixing the merging criterion to
that given value.  Once it reaches the given value it
terminates the region growing process thus resulting a
partition with the user-specified number of regions. It
should be noted that though the original RSST
algorithm uses the number of regions as the merging
criterion introducing Peak Signal to Noise Ratio
(PSNR) criterion, is also straightforward  but at the
expense of excessive mathematical calculations. The
original algorithm is explained in [8].

Initially, each pixel in a 2D image is considered to be a
region and is mapped onto a node of a graph thereby
creating  a set of nodes and this set contains a number of
regions which is equal to the number of pixels in the
image.  Each node represents a region and a link is
created using 4-adjacent regions initially. For each link
a link-cost or a distance measure between the two
corresponding regions is calculated using its luminance,
chrominance and area information according to the
equation given below thereby defining the merging
order.

d(Ri,Rj) =  {[Y(Ri) -Y(Rj)]2  +  [U(Ri) -U(Rj)]2  + [V(Ri)
-V(Rj)]2} x 
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where Ri and Rj are two candidate regions and Y(R),
U(R), V(R) represent their luminance and chrominance
values. N(R) represents the number of pixels in a
region.

The two regions that correspond to the lowest link-cost
are merged first. The color and area information of the
newly formed region are calculated and the new region
is represented using mean color values (Y,U and V) and
sum of number of pixels of the two regions. This
process removes the above link from the graph thereby
constructing a spanning-tree of the initial graph. Due to
this spanning, the affected links are updated with new
region nodes and hence new link-costs. Repeating the
same process reduces the number of regions to the user
specified value. In this algorithm the mean color is used
as the region model.

3.  THE BPT METHOD

It has been proposed that a wide range of applications
such as filtering, segmentation, information retrieval
and visual browsing can be supported using the BPT
technique [9].  Since arbitrary shaped regions are
represented using this binary tree, visual content
searching and browsing can be made fast and also due
to its simplicity this technique can be efficiently utilized
for interactive multimedia applications. The tree
describes the regions and their spatial relationships
within the scene.

The BPT creation process starts from a given initial
partition. The regions belonging to the initial partition

are represented in the leaves of the tree. The rest of the
remaining nodes of the tree correspond to the regions
created by the merging process. The merging of two
regions at a time is done according to a defined merging
order while maintaining the "Father" and "Children"
nodes relationship. By keeping track of merging order
of each region a final tree is created and each region is
assigned a level thereby facilitating a hierarchical
representation of the original image. The merging
criterion in BPT always remains fixed and the merging
of regions continues until one single region is obtained,
i.e. the root node, leaving the total number of regions in
the tree equal to only one less than double the initial
number of regions. The binary tree with this set of
regions represents the image at different scales of
resolution. In order to create the BPT, a color
homogeneity criterion or both color and motion
homogeneity criteria can be used [9]. Fig. 1 shows a
simple example of a BPT with 35 regions and 4 levels
for an initial partition of 18 regions. The black nodes
correspond to the regions in the initial partition whereas
the grey color nodes represent the merged regions. Also,
the numbers shown on the right are different partition
levels of the tree which are used to represent the image
in different partition levels.

4.  EXPERIMENTAL WORK

Our approach can be divided into two parts. Firstly, a
set of homogenous regions is created automatically
using RSST and represented hierarchically using BPT.
Secondly, any interesting regions are selected manually
to group them into objects. The first part consists of
running both RSST and BPT for a given  number of
regions which is supplied by the user.  This parameter is
provided to the RSST algorithm through a Graphical
User Interface (GUI). The input to the BPT is provided
from the RSST algorithm to create the binary tree. We
use the same merging order and region model criteria
for both the techniques.
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Fig. 1. A BPT with 9 levels (a) original image (b) a
region belonging to level 4 (c) a region belonging
to level 3



When creating the binary tree region, parameters such
as area and color are calculated and they are attached to
each node of the tree. Geometry descriptors such as
shape, size, position and rotation are extremely useful
for information retrieval applications and could be
calculated and attached to these tree nodes, however,
such methods are not used within this work as there is
no need to use them in this context of object
segmentation. A screen-shot of our GUI is shown in
Fig. 2.

The browsing of different levels of the partition tree is
provided using a slider in this GUI. The number of
levels in the tree determines the number of scale of
resolutions the image can be browsed. However, in our
approach, the user can mark any “interesting” regions
using a mouse click to force them not to be subdivided
further while browsing the tree.  It is mainly this process
which makes the object selection process easier and
faster in addition to the feature of hierarchical
representation provided by BPT. Further mouse clicks
facilitate the options to “select”, “remove” “split”,
“show parent”, “show child1” and “show child2” of the
selected region. Having selected  the regions which
should compose the object the user can select
“EXTRACT” to end the object selection process. The
extracted objects are shown in a list allowing the user to
select any of the object/objects to get the final
segmentation thereby facilitating multiple object
segmentation.

We implemented this tool entirely in Java language
using the Borland JBuilder Integrated Development
Environment under Windows platform.  Therefore, we
can port this tool easily to any other platforms and also

integration of this tool into any other application should
not be too difficult.

5.   RESULTS

The results we obtained for three images from the
MPEG-4 test sequences “Table Tennis”, “Children” and
"Foreman" are shown in Fig.3, Fig. 4 and Fig. 5
respectively.  Note that the initial partitions are
displayed with mean grey and the extracted objects are
shown in original grey color.  As the most interesting
feature in our approach is the user interactivity to reduce
the complexity of object selection process we present
the results in terms of number of mouse clicks taken for
selecting the target object. The person playing table
tennis  was selected as the semantic object in the first
experiment. In order to generate fine regions, the RSST
algorithm was run for 700 regions which was the initial
partition to the BPT. The binary tree contained 1399
homogeneous regions and 26 levels. The results showed
that only 13 mouse clicks were required to extract the
above said object which is shown in Fig.3b. The initial
partition is shown in Fig. 3a.

In the second experiment, three semantic objects were
selected where two of them were the two children
playing with the ball in the picture. For this experiment,
an initial partition of 800 regions was created from the
RSST and therefore the BPT provided 1599
homogenous regions with 34 levels. To extract the first
object which is the child on the left, it required 15
mouse clicks.  The next child on the right required 16
mouse clicks and the “ball” required only one mouse
click. Fig. 4a shows the initial partition of 800 regions
and fig. 4b shows the results of three semantic objects
extracted for multiple object segmentation.

In our third experiment, "Foreman" person was selected
as the semantic object. The initial  partition was created
for 1600 regions in order to obtain finer regions and
therefore a total number of 3199 homogeneous regions
with 36 levels appeared in the binary tree. In order to
extract this object, it required 32 mouse clicks. It clearly
shows that this particular object extraction from this
image is more difficult than in  the  first two
experiments. The initial partition and the extracted
semantic object are shown in Fig. 5a and Fig. 5b
respectively.

a b

Fig. 3. Segmentation  results for Table Tennis
sequence (a) initial partition of 700 regions
(b) extracted semantic object

       Fig. 2. A screen-shot of  the GUI



6.  CONCLUSION

The main objective of our work was the development of
a tool to facilitate semantic video object segmentation
from still images using a combination of a conventional
segmentation algorithm (namely the RSST) and an
efficient image representation approach (namely the
BPT). In this paper, we have discussed how semantic
video objects with different complexities can be
extracted by combining the above two techniques and
adding further functionalities.

The creation of the initial partition is computationally
efficient due to the nature of RSST. Furthermore, since
the number of regions in the partition is specified by the
user it is straightforward to generate an initial partition
of the required granularity.   The BPT is a relatively
simple approach to segmentation representation,
however, introducing it into this work makes the region
browsing process fast and efficient.

The results we have obtained are quite promising and
illustrate the potential usefulness of this tool in the
context of future MPEG-4 and MPEG-7 applications.
For example, this tool (combined with a suitable
tracking step) could be used to facilitate segmentation of
semantic objects in video sequences in order to create
Video Object Planes (VOPs) for subsequent MPEG-4
encoding. Similarly, by incorporating geometry
descriptors and color features this tool could be  used
for future MPEG-7 applications. Currently we are
extending this work towards automatic video object
tracking.
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ABSTRACT 
In this contribution a technique for video segmentation based on 
joint colour and motion information is presented. The technique 
entails pre- and post-processing stages in addition to clustering 
algorithms to define homogeneous colour patches. As far as 
motion detection is concerned, enhanced robustness is achieved 
by extended depth analysis and motion estimation reliability 
assessment. Final merging of colour and motion information is 
made by classifying the global state of motion of each colour 
patch. 

keywords: video segmentation, wavelet decomposition, colour 
histogram,  region growing, motion analysis, reliability. 

1. INTRODUCTION 

The scope of this work is to describe a reliable technique for 
isolating moving objects from background in video sequences, to 
be employed in various multimedia applications, including object 
based coding procedures (such as MPEG 4 and MPEG 7) and 
image analysis. 

 Most conventional segmentation techniques are based on motion 
analysis. Maps of motion assigned to each pixel, extracted by 
comparison of consecutive frames, are used to separate moving 
objects from scene background with various criteria. However, 
motion analysis presents serious robustness problems, related to 
a variety of causes. Often, the represented patterns present 
inherent ambiguity  which results in unreliable maps. In addition, 
sudden geometrical and luminance modifications produce motion 
artefacts. More essentially, motion analysis is insufficient for 
segmentation in many situations where scenes are more or less 
“static”. As a result, motion based segmentation appears very 
poor in comparison with the outstanding capability possessed by 
the natural systems for interpreting the scenes and for 
recognising different objects. Today, insufficient knowledge of 
high level natural vision mechanisms prevents us to emulate 
them, and to attain comparable effectiveness. Nevertheless, it is 
possible to further exploit low level (non syntactic nor semantic) 
information contained in the observed images about the 
represented objects, beyond motion information. For this reason, 
we present here a technique for merging together motion and 
colour information for image segmentation [1].                        

The block diagram of the proposed segmentation technique is 
shown in fig.1. In our approach, colour segmentation is 
performed in the Y, Cr, Cb domain. It has been experienced that 
a  colour pre-processing stage of the video signals is always 
recommended to obtain sufficiently well defined regions. This 
has leaded us to operate a “simplification” of the original image 
before colour segmentation. To this purpose, a non-linear 
processing in the wavelet domain has been applied. It consists of 
suppressing small valued wavelet coefficients (shrinking) of both 
luminance and chrominance components.  

After simplification, the colour histogram of the image is 
calculated. This histogram serves to initiate region growing, 
which allows to separate, in each video image, different 
homogenous colour regions (patches). 

A colour post-processing step follows, necessary to reduce 
smudging of some colour regions. This is based on edge 
information.  

As far as motion based segmentation is concerned, the motion 
detection is based on a quad-tree block matching algorithm that 
estimates the dense motion field and also evaluates the 
“reliability” associated with each detected motion vector. 
Techniques for isolating camera motion are also employed.  

 
Figure 1. Block diagram of the segmentation technique 
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The final merging of colour-based and motion-based 
segmentation is accomplished by assigning a unique motion 
vector to each colour patch, assuming that consecutive frames of 
the video sequences are so close that patches can be considered 
as rigid patterns subject to a pure translational motion. 

 
In the following, we first illustrate in Section 2 the colour 
segmentation procedure. Then, in Section 3, the motion analysis 
is presented in some details, and finally the merging strategy is 
described  in Section 4. 

2. COLOUR SEGMENTATION 

The colour segmentation procedure, performed in the Y, Cr, Cb 
colour space, consists of three basic steps: pre-processing, 
clustering and post-processing. 

As we said, the pre-processing operation is recommended to 
attain a simplified representation of the video images, where 
unessential details are eliminated. This is obtained by separate 
operation on luminance and chrominance components [2]. 

The luminance simplification is performed in the wavelet 
domain, as schematised in the block diagram shown in fig.2.  

 

 

 

Starting from the original image, edges at different resolution 
layer are extracted, using a dyadic wavelet decomposition based 
on a dyadic Circular Harmonic Wavelet (CHW). CHWs form a 
family of polar separable complex wavelets, whose azimuthal 
shape is complex harmonic, modulo n2π. In particular, the first 
order CHWs (n=1) are tuned to edges, which are represented in 
the wavelet domain by alignments of coefficients whose 
magnitude is proportional to the edge strength, and whose phase 
measures the edge orientation. We have employed three wavelet 
resolution layers (see fig. 2). Wavelet analysis performed through 
a law pass filter (LPF) and high resolution (HR), medium 
resolution (MR) and law resolution (LR) band pass filters. At the 

same time the images undergoes three corresponding laplacian 
operators (LAP H, LAP M, LAP L) followed by zero crossing 
(ZC) detectors. The output of ZCs are used to isolate wavelet 
coefficients on relative maxima of the wavelet planes.  

The simplification algorithm presents the structure of a typical 
Linear - Zero-memory non linear - Linear processing scheme. 
After wavelet transformation, the image undergoes a point by 
point non-linear transformation, and finally is reconstructed 
using the inverse wavelet transform process (performed by the 
filters BF*, HR*, MR*, BR*). The non-linear operation consists 
before in clipping the edge wavelet coefficients and then by 
passing  whose value falls under a threshold, leaving unchanged 
the larger ones (shrinking). The result of this operation is a 
smeared image, lacking of minor details, but preserving the 
visually essential structures.  This process greatly simplifies the 
colour segmentation operation. To give an idea of the impact of 
the simplification process, in fig. 3 the original image is shown 
together whit the luminance simplified image. 

 

The colour segmentation consists of a region growing process 
followed by a subsequent merging adjacent patches under a 
similarity criterion. In order to obtain consistent frame-to frame 
results irrespective of image boundary changes, the region 
growing process is initialised with reference to maxima of the 
colour histogram.  

For example in fig. 4, the colour histograms (Cr, Cb), for frames 
extracted from "container" and "mother and daughter" sequences, 
are shown [3]. 

 
 

a) b) 

Figure 3. a) original image b) simplified image 

a) b) 

Figure 4. Colour histogram for frames extracted from: a) 
“container” sequence; b) “mother and daughter” sequence 
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Figure 2. Pre-processor block diagram 



Starting with “seed” pixels having the colour of the histogram 
maximum, region growing proceeds assigning to the same region 
neighbouring pixels that have similar colour properties, 
according to the Euclidean distance function [4]: 

 

( ) ( ) ( )mmn CbCrYC ∆+∆+∆=∆  

 

Where ∆Y, ∆Cr, ∆Cb, stay for distances of luminance, and 
chrominance components respectively, and where the m, n 
exponents are chosen on the basis of the characteristics of the 
colour histogram. Notice that the distance used for region 
growing includes also the luminance component, while seed 
pixels are determined by chrominance histogram only. It could 
be observed that the "container" colour histogram is enough 
scattered in the Cr, Cb plane while the "mother and daughter" 
histogram is concentrated in a small region. This leads to 
different values of m, n. In the former case m=1 and n=2, in the 
latter m=n=2. 

After this operation, the histogram is updated by removing the 
pixels assigned to the determined regions. The process is 
repeated starting with the new maximum of the histogram, and so 
on, until the whole image is visited by the region growing 
procedure. 

 

 

Still, the segmentation determined by the region growing 
procedure presents often scattered boundaries, due to smootness 
of the colour transitions compared to background noise. For this 
reason, a edge based processing stage is applied, using edge 
information that had already been extracted in the wavelet 
domain. Colour patches are cut by the edges, so generating a 
larger set of patches, whose boundaries do include edges. 

In particular, fine localisation of edges is performed by isolating, 
at the finest resolution layer, wavelet coefficients corresponding 
to the zero crossing of the Laplacian operator [5]. In fig. 5 a 
detail from a frame of "container" sequence is shown along the 
bordering post-processing operation. 

3. MOTION ANALYSIS 

The motion analysis is a separate process which is composed of 
three separate functions:  “reliable” motion estimation, motion 
time window memory and global motion estimation. 

3.1 Reliable Motion Estimation 

At first, a quadtree blockmatching algorithm is employed to 
estimate the dense motion field: this allows to obtain fine details 
of the field in vicinity of contours. In order to measure the 
reliability of the motion field estimated the following quantity is 
calculated: 

 

 

   

 

where d is the estimated motion vector and (d1,d2) its 
coordinates. 

It words, it simply represents the minimum value of the matching 
error increment while perturbing the estimated motion vector by 
one pixel in the entire neighbour  (with distance + or – 1). 
Greater the minimum increment, greater the reliability of the 
motion estimate.  

For subsequent processing we consider only the reliable part of 
the motion field, i.e. the motion vectors with reliability measure 
greater than a given threshold, thus allowing greater robustness 
of the whole procedure. 

3.2 Motion Time Window 

For segmentation, we are interested in selecting foreground 
object from background even if they remain still along many 
frames and than began to move (this is the case for instance of 
the mother and daughter sequence). For this reason, we define a 
time window extended into the past, and overlay in the current 
frame (using the “or” rule) the reliable motion field from the 
previous frames falling in the defined window. Of course, this 
procedure implies a delay of delivery of the segmented sequence, 
but produces far more robust results.   

a) b) 

c) d) 

Figure 5. Bordering operation: a) region smudging; b)
thin edges extraction in the wavelet domain; c) regions 
bordering; d) final segmentation  
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In fig. 6, two different examples of  motion time window maps 
are reported. The temporal extension of the window depends on 
the motion content of the sequence and must be chosen as a 
trade-off  between accuracy and real time requirements. 

3.3 Global Motion Estimation 

Moreover, the egomotion of the camera is subtracted to the 
motion field in order to isolate the objects of interest. This is 
simply performed by selecting the motion parameters possessed 
by the majority of pixels. At the moment, no compensation for 
camera rotation and zooming has been implemented. An example 
of camera motion subtraction is reported in fig.7. 

The results of the three motion functions above described are 
then collected together as motion based segmentation results for 
the following merging operation. 

4. MERGING OF COLOR AND MOTION 
INFORMATION 

Colour and motion based segmentation are finally combined to 
yield a unique result. This merging process consists of 
considering each colour patch as rigid object subject to 
translational motion. The validity of this assumption is preserved 
by keeping sufficiently small the average patch dimension. For 
each patch, the motion field weighted by its reliability value (see 
step 3.1) is integrated over its area, producing a unique patch 
motion vector. Afterwards, adjacent patches sharing the same 
motion vector and with a cumulative reliability exceeding a pre-
assigned threshold are grouped togheter to form the segmented 
zones.  

This procedure takes advantage of the contour precision due to 
the use of the edges and of the robustness due to the integration 
of the motion vector weighted by estimation reliability over 
homogeneous colour patches. Of course, this robustness is the 
result of a trade-off dictated by the said necessity of keeping the 
colour patch areas sufficiently small. In fig.7, segmentation 
results obtained using the procedure illustrated above from 
different MPEG4 test sequences are shown. 
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a) b) 

Figure 6. Motion time window maps: a) “mother and
daughter” sequence b) “container” sequence 

b) a) 

Figure 7. a) reliable motion field; b) egomotion 
subtraction 

a) b) 

d) c) 

Figure 8. Segmented images extracted from a) “mother and 
daughter”;  b) “table”; c) “container”; d) “coastguard” 
sequences 
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ABSTRACT

The objective evaluation of 2D-shape estimation results
for moving objects in a video sequence is still an open
problem. First approaches in the literature evaluate the
spatial accuracy and the temporal coherency of the esti-
mated 2D object shape. Thereby, it is not distinguished
between several estimation errors located around the ob-
ject contour and a few, but larger, estimation errors.
Both cases would lead to a similar evaluation result, al-
though the 2D-shapes would be visually very di�erent.
In order to overcome this problem in this paper a new
evaluation approach is proposed. By this, the evalua-
tion of the spatial accuracy and the temporal coherency
is based on the mean and the standard deviation of the
2D-shape estimation errors.

1 INTRODUCTION

One major problem in the development of algorithms
for 2D-shape estimation of moving objects, is to assess
the quality of the estimation results. Up to now mainly
subjective evaluation, i.e. tape viewing, is used in order
to decide upon the quality of a certain algorithm. Al-
though this is very helpful and gives already some indi-
cation of the resulting quality, this procedure very much
depends on the subjective conditions, i.e. the attending
people, the time of viewing, the used video equipment,
etc.
In the literature, �rst approaches for objective eval-

uation of 2D-shape estimation results can be found:
During the standardization work of ISO/MPEG-4 [6],
within the core-experiment on automatic segmentation
of moving objects it became necessary to compare the
results of di�erent proposed 2D-shape estimators, not
only by subjective evaluation, but also by objective
evaluation. The proposal for objective evaluation [9],

which was agreed by the working group, uses an a-priori
known 2D-shape in order to evaluate the estimation re-
sult. This 2D-shape is denoted original 2D-shape, and
has to be created once in an appropriate way, e.g. by
manual segmentation of each frame or by colour-keying.
Also the usage of synthetic image sequences is think-
able, where the 2D-shape is known. The 2D-shape of
a moving object can be represented by a binary mask,
where a pel has object-label if it is inside the object and
background-label if it is outside the object. In [9], such
a mask is called object mask. There, two objective eval-
uation criteria are de�ned:

� The �rst criterion evaluates the spatial accuracy of
an estimated 2D-shape. For this, the amount of
pels is determined that have di�erent labels in the
estimated and the original mask. Then, this value
is normalized by the size of the object, which is
given by the amount of pels with object-label in
the original mask.

� The most subjectively disturbing e�ect is the tem-
poral incoherence of an estimated sequence of ob-
ject masks. This is evaluated by the second cri-
terion. The number of pels with opposite label
between two successive frames is calculated for
the original and the estimated sequence of object
masks. For each frame, the di�erence of these two
values is build and normalized by the size of the
object. If the resulting value is large, this hints to
a big di�erence in activity between the original and
the estimated 2D-shape.

Beside the ISO/MPEG-4 core-experiment, this ob-
jective evaluation approach was used by the European
projects COST 211 [3] and ACTS/MoMuSys [4]. How-
ever, the approach has the following shortcomings:



1. The criterion for spatial accuracy does not distin-
guish between a lot of small deviations between the
estimated and original mask (case 1) and a few, but
larger, deviations (case 2). Both cases can lead to
the same value for spatial accuracy, although they
are visually very di�erent.

2. The same problem exists for the temporal co-
herency criterion, where it is not distinguished be-
tween a lot of small contour activities and a few,
but larger, ones.

3. There is another problem of the criterion for tempo-
ral coherency evaluation in the case if the camera
or the object moves between two frames. Then,
changes in the object mask between these two
frames are either caused by movement or by contour
activity, which is not distinguished by the criterion.

Within the project COST 211 the above approach has
been further developed [5][8]:

� For evaluation of the spatial accuray it is distin-
guished between pels that have object-label in the
estimated object mask, but not in the reference
mask, and vice versa, i.e. if the estimated mask is
too large or too small. Furthermore, the impact of
a misclassi�ed pel on the criterion for spatial accu-
racy grows with its distance to the object contour.
By these enhancements, the evaluation of 2D-shape
estimation results can be adapted to given applica-
tions.

� For evaluating the temporal coherency two criteria
are used. By the �rst, local instabilities are investi-
gated by looking at the variation of the spatial ac-
curacy criterion between successive frames. By the
second, it is assumed that the 2D-shape is well es-
timated, but oscillates around the reference shape.
For this case the distance between the gravity cen-
ters of the estimated and the original object mask
is investigated for succeeding frames.

The third problem is solved by the new evaluation cri-
teria for temporal coherency. However, the �rst and the
second problem stated above are neither solved by this
approach nor by the approach in [2], where additionally
geometric features like the size and position of an ob-
ject as well as the average colour within an object area
are evaluated based on the estimated and the reference
object mask.
In this paper a simple approach for objective eval-

uation of results from a 2D-shape estimation is pro-
posed, which solves in addition to third problem also
the �rst and the second problem. As by the approaches
in the literature, the spatial accuracy and the temporal
coherency of an estimated 2D-shape are evaluated by
comparing it with the corresponding original 2D-shape.

Thereby, the mean and the standard deviation of the
2D-shape estimation errors are determined.

The approach was developed within a collaboration
between the Universitat Polit�ecnica de Catalunya and
the University of Hannover [7].

2 OBJECTIVE EVALUATION CRITERIA

2.1 Spatial Accuracy

The spatial accuracy of an estimated 2D-shape of a mov-
ing object is de�ned by the spatial distance between the
original 2D-shape and the estimated one: For each pel
i on the original object contour the distance di to the
estimated object contour is measured. From these dis-
tance values the mean and the standard deviation are
calculated, which are then normalized by the maximal
diameter of the object in the original object mask, re-
sulting in the normalized mean d and normalized stan-
dard deviation �d. While the mean is a measure for the
average distance between the original and the estimated
object contour, the standard deviation gives an idea,
how di�erent the measured distances are. The standard
deviation is small if the deviation between the original
and the estimated contour is quite equal for all contour
pels. The standard deviation grows with the di�erence
of the measured distance values.

For measuring the distance values between the two
object contours, the following algorithm is used (Fig-
ure 1): By a �rst step, the original and the estimated
contour are split into parts that are assigned to each
other. This is done by going around the original con-
tour and determining for each pel on the contour the
perpendicular straight line. The intersection point be-
tween this straight line and the estimated contour is the
corresponding pel on the estimated contour. For two
succeeding pels on the original contour this leads to the
corresponding part of the estimated contour, which is
surrounded by the two intersection points (see zoomed
area of Figure 1). In the special case that the inter-
section point belongs to an already assigned part of the
contour or intersects the original contour �rst, the as-
signement would be unvalid, and therefore the next pel
on the original contour is processed. This goes on un-
til the resulting intersection point is not yet assigned,
and the original contour is not intersected as �rst. The
part of the estimated contour surrounded by this inter-
section point and the previous valid intersection point is
assigned to the part of the original contour, which is sur-
rounded by the latest processed pel and the precceeding
pel for that the intersection was valid.

By the second step, the distance between measure
points on the original contour and on the estimated con-
tour is calculated. A measure point is de�ned as the
point in the middle of two succeeding pels on the orig-
inal or estimated contour. For each measure point on
the original contour, the average distance to all measure
points within the corresponding part of the estimated
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Figure 1: Determination of the spatial distance between the original and the estimated object contour.
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and the estimated object contour between succeeding frames at time instances t� 1 and t.



contour is calculated. In the example, which is shown
in the zoomed area of Figure 1, there are two measure
points on the estimated contour assigned to one measure
point on the original contour. Therefore, two distances
are calculated, one between the measure point on the
original contour and the �rst measure point on the esti-
mated contour and another between the measure point
on the original contour and the second measure point
on the estimated contour. These two distances are av-
eraged, resulting in the distance value di for the inves-
tigated measure point i on the original contour.

2.2 Temporal Coherency

The temporal coherency of an estimated 2D-shape se-
quence is evaluated by the temporal variation of the spa-
tial accuracy criteria between succeeding frames. This
means, if the normalized mean d and the normalized
standard deviation �d of the distance values di between
the original and the estimated contour are similar for
succeeding frames, the temporal coherency is judged as
good, otherwise it is judged as bad. Thus, by these two
criteria it can be detected if the normalized mean or the
normalized standard deviation of the distance values be-
tween the original and the estimated contour changes
for succeeding frames. However, it is not detected if the
measured distances keep the same value in succeeding
frames, but the spatial position of the measured values
changes. This case would lead to a visually bad tempo-
ral coherency. In order to detect it a third criterion for
evaluation of the temporal coherency is used, which is
proposed in [8] (see Figure 2):
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The vectors ~gorit and ~gestt are the gravity centers of the
evaluated object in the original and the estimated ob-
ject mask at time instance t, respectively. �gt is the
amount of variation from time instance t-1 to t of the by
the maximal object diameter ; normalized di�erence be-
tween the gravity centers in the original and estimated
object mask. If the position of estimation errors does
not change between two frames the value of �gt is small.
For this third criterion it is assumed that changes of the
position of estimation errors are not symmetrically to
the gravity center.

3 EXPERIMENTAL RESULTS

The proposed evaluation method has been applied to
shape estimation results for several test sequences.
Thereby, a good correspondence with the visual impres-
sion of the results was established.
With the results in Figure 3 it is demonstrated that

the stated �rst problem and therefore also the second
problem of the approaches from the literature are solved
by the presented evaluation method. Figure 3a shows
the original frame of the MPEG-4 test sequence Akiyo.

(a) Original frame (b) Original object
mask

(c) First example of an
estimated object mask

(d) Second example of
an estimated object
mask

Figure 3: Exemplary 2D-shape estimation results for
frame 30 of the MPEG-4 test sequence Akiyo

The corresponding original 2D-shape represented by an
object mask is shown in Figure 3b. Figure 3c and Fig-
ure 3d present two exemplary shape estimation results.
In the �rst one, which corresponds to case 2 in the in-
troduction, a part of the left arm and a part of the
hair of the person are missing. Thus, there are large
estimation errors mainly at two positions of the object
contour. The second one is the blowed original object
mask, which therefore has a lot of small estimation er-
rors around the object contour. This corresponds to
case 1 in the introduction. Although both shapes look
very di�erent, they give similar values for the spatial
accuracy, if evaluated by an approach from the litera-
ture, e.g. [5]. Using the evaluation method proposed in
this paper, the two criteria for evaluating the spatial
accuracy have the following values written in percent:

Estimation result d[%] �d[%]

Object mask in Figure 3c 0:824 1:485
Object mask in Figure 3d 0:856 0:437

The normalized mean d of the estimation errors of
both 2D-shapes is nearly equal. But, their normalized
standard deviation �d is quite di�erent. Therefore, the
spatial accuracy of both results is judged di�erent if us-
ing the proposed evaluation method. Furthermore, this
improvement of the evaluation of the spatial accuracy
has an impact on the evaluation of the temporal co-



herency, which means that the evaluation of the tempo-
ral coherency is improved, too.

In order to get an impression of the evaluation of a
complete sequence of estimated 2D object shapes, in
Figure 4 results for all criteria of the proposed evalu-
ation method are shown for estimation results of the
MPEG-4 test sequence Akiyo generated by the COST
211 Analysis Model 5.0 [3][1]: For the �rst eight frames
of the sequence the two spatial criteria (Figures 4a{4b)
and also the three temporal criteria (Figures 4c{4e) have
quite large values, because it needs some frames, until
the estimated 2D-shape covers the complete silhouette
of Akiyo, and of course the estimated 2D-shape changes
rapidly between these frames. For all following frames
the 2D-shape of Akiyo is well estimated, which results
in low values for the spatial criteria and also for the
temporal criteria. At frames 51 and 67 the estimated
2D-shape has small estimation errors in the head area,
which explains the small peaks in Figure 4.

4 CONCLUSIONS

In the literature, �rst approaches for objective evalua-
tion of 2D-shape estimation results for moving objects in
a video sequence are proposed. By these approaches the
spatial accuracy and the temporal coherency of the esti-
mated 2D-shapes is evaluated using the correct, original
2D-shapes as reference, which must be known. Thereby
it is not distinguished, if an estimated 2D-shape has a
lot of small estimation errors (case 1) or if it has only a
few large estimation errors (case 2).

In this paper an evaluation method is proposed, which
determines the mean and the standard deviation of the
distances between an estimated 2D-shape and the cor-
responding original one measured in several contour
points. For representing the spatial accuracy the mean
and the standard deviation are normalized by the max-
imal diameter of the original 2D-shape.

It is shown that the normalized mean of the measured
deviations between the original and an corresponding
estimated 2D-shape is a useful criterion to evaluate the
spatial accuracy. Furthermore, both cases, i.e. case 1
and case 2, are distinguished by the normalized standard
deviation, which solves the above problem.

For evaluating the temporal coherency, the variation
of the normalized mean and of the normalized standard
deviation between succeeding frames is investigated. As
by these two criteria a change of the spatial position of
estimation errors is not considered, a third criterion is
used, which evaluates the temporal variation of the grav-
ity centers of the original and the estimated 2D-shape.
This only works if the changes are not symmetrically
with respect to the gravity center.

The approach has been tested with 2D-shape estima-
tion results for several test sequences. Thereby, a good
correspondence with the visual impression of the results
was established. Of course, it is possible to combine this

evaluation method with the ideas from [5][8] by distin-
guishing positive and negative measured distances that
are weighted di�erently with given functions. Then, the
proposed evaluation method can be adapted to the re-
quirements of a speci�c application.
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Figure 4: Evaluation of 2D-shape estimation results for the MPEG-4 test sequence Akiyo (30 Hz) generated by the
COST 211 Analysis Model 5.0 using the proposed evaluation method.
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ABSTRACT 

The identification of objects in video sequences, i.e. video 
segmentation, plays a major role in emerging multimedia 
interactive services, such as those enabled by the ISO 
MPEG-4 and MPEG-7 standards. In this context, assessing 
the adequacy of the identified objects to the application 
targets, i.e. the evaluation of segmentation quality, assumes a 
crucial importance. 

Video segmentation technology has received considerable 
attention in the literature, and several algorithms have been 
proposed to address various types of applications. However, 
the segmentation quality performance evaluation of those 
algorithms is often adhoc, and a well-established solution is 
not available. In fact, the field of objective segmentation 
quality evaluation is still maturing, and recently some efforts 
have been made, mainly following the MPEG object-based 
coding and description developments. 

This paper discusses the problem of objective segmentation 
quality evaluation in its most difficult scenario: standalone 
evaluation, i.e. when a reference segmentation is not available 
for comparative evaluation. In particular, objective metrics 
are proposed for the evaluation of standalone segmentation 
quality for both individual objects and the overall 
segmentation partition.  

1. INTRODUCTION 

With the recent publication of the MPEG-4 standard [3], 
allowing to independently encode audiovisual objects, and the 
development of the MPEG-7 standard [7], allowing the 
content-based description of audiovisual material, the MPEG 
committee has given a significant contribution for the 
development of a new generation of interactive multimedia 
services. Innovative types of interaction are often based on 
the understanding of a video scene as composed by a set of 
video objects, to which it is possible to associate specific 
information as well as interactive “hooks” to deploy the 
desired application behaviour. 

To enable such type of interactive services, an 
understanding of the scene semantics is required, notably in 
terms of the relevant objects that are present. It is in this 
context that video segmentation plays a determinant role. 
Segmentation may be automatically obtained at the video 
production stage, e.g. when using chroma keying techniques, 

or it may have to be directly obtained from the images 
captured by a camera through the usage of appropriate 
segmentation algorithms.  

The evaluation of the adequacy of a segmentation 
algorithm, and its parameters’ configuration, for a given 
application can be crucial to guarantee that the application 
interactive requirements can be fulfilled. 

The current practice for segmentation quality evaluation 
mainly consists in the subjective adhoc assessment, by a 
representative group of human viewers. This is a time-
consuming and expensive process, whose subjectivity can be 
minimised by following strict evaluation conditions, with the 
video quality evaluation recommendations developed by ITU 
providing valuable guidelines [4, 5]. 

Alternatively, objective segmentation quality evaluation 
methodologies can be used, even if the amount of attention 
devoted to this issue is not comparable to the investment on 
the segmentation algorithms themselves. Some proposals for 
objective evaluation have been made since the 1970's, mainly 
for assessing the performance of edge detectors [11]. More 
recently, the emergence of the MPEG-4 and MPEG-7 
standards, has given a new impulse not only to the 
segmentation technology, but also to the segmentation quality 
evaluation methodologies – see for instance [8, 10]. However, 
the available metrics for segmentation quality evaluation 
typically perform well only for very constrained applications 
scenarios. 

This paper discusses the objective evaluation of 
segmentation quality, in particular when no ground truth 
segmentation is available to use as a reference for 
comparison: standalone evaluation.  

The various types of standalone segmentation quality 
evaluation are discussed in Section 2. Metrics for individual 
object and overall segmentation quality evaluation are 
proposed in Sections 3 and 4, respectively. Results are 
presented in Section 5 and conclusions in Section 6. 

2. STANDALONE SEGMENTATION EVALUATION 

Standalone segmentation quality evaluation is performed 
when no reference segmentation is available. Therefore, the a 
priori information that may be available about the expected 
segmentation results has a decisive impact on the type of 
evaluation to be performed, so that meaningful results can be 



 

achieved. In particular, standalone evaluation of segmentation 
quality is not expected to provide as reliable results as the 
evaluation relative to a reference segmentation. A discussion 
on the relative evaluation of segmentation quality evaluation 
can be found in [2]. 

When performing segmentation quality evaluation, two 
types of measurements can be targeted: 

• Individual object evaluation – When one of the objects 
identified by the segmentation algorithm is 
independently evaluated in terms of its segmentation 
quality. 

• Overall evaluation – When the complete set of objects 
identified by the segmentation algorithm are globally 
evaluated as the components of the video sequence 
partition. 

Objective segmentation quality evaluation uses automatic 
tools and thus produces objective evaluation measures. The 
automatic tools operate on segmentation results obtained for a 
selected set of sequences and, in the case of individual object 
evaluation, the object whose segmentation quality is to be 
assessed has first to be selected. 

Overall segmentation quality evaluation requires the 
estimation of individual object quality, and the weighting of 
those values according to each object’s relevancy in the 
scene, since segmentation errors in the more important objects 
are more noticeable to a human viewer. Additionally, the 
correct detection of the target objects should be checked. 

Individual object segmentation quality evaluation is 
valuable when objects are independently manipulated, e.g. for 
reusing in different contexts. On the other hand, the overall 
segmentation quality evaluation may determine whether the 
segmentation algorithm is adequate for the application 
addressed. 

Both the individual object and the overall segmentation 
quality measures can be computed for each time instant, 
requiring that some temporal processing of the instantaneous 
results is after done to reflect the segmentation quality over 
the complete sequence or shot. For instance, a temporal mean 
or median may be computed. 

Building on the existing knowledge on segmentation quality 
evaluation and also on some relevant aspects from the video 
quality evaluation field, a set of relevant features to be 
evaluated for performing objective evaluation of standalone 
segmentation quality, and appropriate objective quality 
metrics for both individual objects and the overall 
segmentation partition are proposed in the following. 

With standalone segmentation quality evaluation, 
significant assessment results are only expected for well-
constrained applications, and these results mainly provide 
qualitative information for the ranking of segmentation 
partitions and algorithms. 

3. INDIVIDUAL OBJECT EVALUATION 

Metrics for individual object standalone segmentation 
quality evaluation can be established based on the expected 
homogeneity of each object’s features (intra-object 

features), as well as on the observed differences of some key 
features against those of the neighbours (inter-object 
features). 
Intra-object homogeneity can be evaluated by means of 
spatial and temporal object features, as discussed below. 
The spatial features considered for individual object 
evaluation, and corresponding metrics, are: 

• Shape regularity – Regularity of shapes can be evaluated 
by geometrical features such as the compactness 
(compact), or a combination of circularity and elongation 
(circ_elong) of the objects: 
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With circularity and elongation defined by:  
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Here thickness(E) is the number of morphological erosion 
steps that can be applied to the object until it disappears. 
The normalizing constants were empirically determined 
after an exhaustive set of tests. 

• Spatial uniformity – Spatial uniformity can be evaluated 
by features such as spatial perceptual information (SI) [5], 
and texture variance (text_var) – see for instance [6]. 

The temporal features, and corresponding metrics, 
considered are:  

• Temporal stability – A smooth temporal evolution of 
object features can be tested for checking temporal 
stability. These features include: size, position, temporal 
perceptual information [5], criticality [9], texture 
variance, circularity, elongation and compactness. The 
selected metrics for temporal stability evaluation are: 

( ) ( )1−−= ttdiff EareaEareasize  

( ) ( )1−−= ttdiff EelongEelongelong  

( ) ( )1−−= ttdiff EcritEcritcrit  

With crit(E) being the criticality value as defined in [9]. 

• Motion uniformity – The uniformity of motion can be 
evaluated by features such as the variance of the object's 
motion vector values (mot_var), or by criticality (crit). 

The above spatial and temporal features are not expected to 
be homogeneous for every segmented object; the applicability 
and importance of the corresponding metrics is conditioned 
by the type of application addressed. 
Inter-object features give an indication if the objects were 
correctly identified as separate entities. These features can be 
computed either locally along the object boundaries, or for the 
complete object area. Again these features may be applicable 
only in some circumstances, such as when a significant 
contrast, or some feature value difference, between 
neighbouring objects is expected. 



 

• Local contrast to neighbours – A local contrast metric 
can be used for evaluating if a significant contrast 
between the inside and outside of an object, along the 
object border, exists: 
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Where Nb is the number of border pixels for the object 
and DYij, DUij, and DVij are the differences between an 
object’s border pixel Y, U and V components, 
respectively, and its neighbours. 

• Differences between neighbouring objects – Several 
features, for which objects are expected to differ from 
their neighbours, can be tested. Examples are the shape 
regularity, spatial uniformity, temporal stability, and 
motion uniformity values, whenever each of them is 
relevant taking the application characteristics into 
account. In particular a metric for the motion uniformity 
feature is considered of interest: 
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Where i is the object under analysis, N and NSi are, 
respectively, the number and the set of neighbours of 
object i, and the motion uniformity for each object is 
computed as: 

critmot_varunifmot i +=_  

Each of the elementary metrics considered for individual 
object segmentation quality evaluation is normalized to 
produce results in the interval [0, 1], with the highest values 
associated to the best segmentation quality results. 

Since the usefulness of the various standalone evaluation 
elementary metrics has a strong dependency on the 
characteristics of the type of content/application considered, a 
single general-purpose composite metric cannot be 
established. Instead, the approach taken here is to select two 
major classes of content differing in terms of their spatial and 
temporal characteristics, and propose different composite 
metrics for each of them.  

The two classes of content selected are:  

• Content class I: stable content – Relevant for 
applications which content is temporally stable and have 
reasonably regular shapes. Additionally, the contrast 
between objects is expected to be strong. 

• Content class II: moving content – Relevant for 
applications which content motion is rather important. 
Consequently, temporal stability is less relevant, motion 
uniformity is more significant and neighbouring objects 
may be spatially less contrasted, while their motion 
differences are more noteworthy. Regular shapes are still 
expected, even if assuming a lower importance. 

3.1. Individual Object Metric for Stable Content 

For content class I, stable content, a composite metric is 
proposed that excludes the elementary metrics related to 
spatial uniformity, as arbitrary spatial patterns may be found 
in the expected objects, and to motion uniformity, as motion 

is not very relevant in this case. Thus, the classes of 
elementary metrics considered for standalone individual 
evaluation of stable content are: 

• Shape regularity –Two elementary metrics, compactness 
(compact) and a combination of circularity and 
elongation (circ_elong), are considered for evaluation of 
the shape regularity class. 

• Temporal stability – Elementary metrics for the stability 
of size (sizediff), elongation (elongdiff) and criticality 
(critdiff) are used to evaluate this class of metrics. 

• Local contrast to neighbours – A local contrast metric 
(contrast) is considered for the evaluation of the contrast 
between neighbouring objects. 

The proposed composite metric for standalone evaluation of 
segmentation quality, for content class I, 
(Seg_qual_std_stable) is the temporal average of the 
corresponding instantaneous values of 
(Inst_seg_qual_std_stablet), given by: 

interintrastablestdqualsegInst t +=____  

With: 
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( )diffdiffdiff critelongsize
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and: 
contrastinter ⋅= 37.0  

3.2. Individual Object Metric for Moving Content 

For content class II, the composite metric again includes 
only the relevant classes of elementary metrics. In this case, 
the content is not expected to be temporally stable, but the 
objects should have uniform motion, and the neighbouring 
objects motion differences should be pronounced. The classes 
of metrics considered for the standalone segmentation quality 
evaluation of this type of content are: 

• Shape regularity – The same elementary metrics, 
compact and circ_elong, are again used, even if, due to 
motion, the shape regularity assumption may sometimes 
not be completely verified. 

• Motion uniformity – The criticality metric (crit) is used 
to evaluate whether objects exhibit a reasonably uniform 
motion. 

• Local contrast to neighbours – Even if contrast is not so 
important in terms of segmentation quality evaluation as 
for stable content, the local contrast (contrast) metric is 
yet considered useful. 

• Difference between neighbouring objects – Since 
neighbouring objects are expected to exhibit different 
motion characteristics, the motion uniformity difference 
metric (mot_unifdiff) is used. 

The proposed composite metric for content class II, 
(Seg_qual_std_moving) is the temporal average of the 
corresponding instantaneous values 
(Inst_seg_qual_std_movingt), given by: 

interintramovingstdqualsegInst t +=____  



 

With: 
( ) critcompactelongcircintra ⋅+⋅+⋅⋅= 31.05.0_5.032.0  

diffneighunifmotcontrastinter __26.011.0 ⋅+⋅=  

4. OVERALL SEGMENTATION EVALUATION 

The objective overall segmentation quality evaluation 
combines the individual evaluation of each object’s 
segmentation quality, with the corresponding relevance value 
and a factor reflecting the similarity between the target and 
the estimated objects. 

Individual object evaluation has been specified in the 
previous Section. The relevance of objects is evaluated using 
a metric called Relevance_context, which has been proposed 
in [1]. This metric computes a relevance value reflecting how 
much the human viewer attention is attracted by a given 
object, and produces results in the [0,1] range, with the 
restriction that the relevancies of all objects composing a 
partition at a given time instant sum to one. Value one 
corresponds to the highest possible relevance. 

The assessment of the similarity of objects for standalone 
segmentation quality evaluation, and the computation of the 
overall segmentation quality metric are described below. 

4.1. Similarity of Objects Evaluation 

The similarity of objects is evaluated by computing a metric 
called Sim_obj_factor, which is a multiplicative factor to be 
included in the overall segmentation quality evaluation 
metric.  

In standalone evaluation, this similarity is mainly reduced to 
an evaluation about the correctness of the number of objects 
detected, if this information is available. The corresponding 
metric (num_obj_comparison) is defined by: 

( )
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Where num_est_obj and num_target_obj are the numbers of 
estimated and target objects, respectively. 

This metric provides a limited amount of information, in 
particular not distinguishing between too many or too few 
detected objects. To make the Sim_obj_factor metric more 
informed, it is possible to consider also a measure of the 
number of objects stability (num_obj_stability), applicable 
whenever the evolution of the segmentation partition is 
assumed to be smooth: 
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Where num_objt is the number of estimated objects in time 
instant t. 

The proposed Sim_obj_factor metric for standalone 
segmentation quality evaluation is thus obtained by 
complementing the num_obj_comparison factor with the 
num_obj_stability factor: 

 

stabilityobjnumcomparisonobjnumfactorobjSim ______ ⋅=  
 

Whenever one of the two factors above cannot be 
computed, or is not applicable, only the other is considered. 
Additionally, since the two factors vary as time evolves, a 
Sim_obj_factor representative of the complete sequence is 
obtained by a temporal average of the instantaneous values. 

4.2. Overall Segmentation Quality Metric 

The computation of the overall segmentation quality metric, 
both for standalone and relative evaluation, combines the 
appropriate measures of individual object quality, their 
relevance and the similarity of objects factor. The proposed 
metric is computed by: 
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Where Seg_qual_ind(Ei) is the individual segmentation 

quality for object i, Relevance_context(Ei) is the 
corresponding relevance, and Sim_obj_factor is the factor 
evaluating the correspondence between the detected and 
target objects. The sum is performed for all the estimated 
objects. 

Instead of including the temporal dimension influence 
separately in each factor, as presented so far, a weighting of 
the instantaneous objects’ quality by their instantaneous 
relevance values, and then by the instantaneous similarity of 
objects factor, to reflect the variations in quality, relevance or 
similarity values that may occur along time, is used. 

With this overall segmentation quality evaluation metric, 
the higher the individual object quality is for the most 
relevant objects, the better is the resulting quality evaluation. 
Therefore, the most relevant objects, which are the most 
visible to the human observers, have a larger impact on the 
overall segmentation quality evaluation. Furthermore, if a 
correct match between target and estimated objects is not 
achieved, then a penalizing factor is correspondingly 
included. 

5. RESULTS 

Results obtained with the metrics proposed in the previous 
Sections for standalone segmentation quality evaluation are 
discussed below, after presenting a set of test sequences and 
corresponding segmentation partitions. 

5.1. Test Sequences and Segmentation Partitions 

A series of tests of the proposed segmentation quality 
evaluation metrics has been performed, using several test 
sequences, mainly from the MPEG-4 test set, showing 
different spatial complexity and temporal activity 
characteristics. For each sequence, several segmentation 
partitions with different segmentation qualities were 
considered.  

Two subsets of the test sequences, each with 30 
representative images of the desired object behaviour and 
characteristics, are used to illustrate the obtained results. 
These subsequences are: 



 

• Akiyo, images 0 to 29 – This is a sequence with low 
temporal activity and not very complex texture. It 
contains two objects of interest: the woman, and the 
background. 

• Stefan, images 30 to 59 – This is a sequence with high 
temporal activity and relatively complex texture. It 
contains two objects of interest: the tennis player, and the 
background.  

Sample original images and segmentation partitions are 
shown in Figure 1 and in Figure 2, respectively for the Akiyo 
and Stefan sequences. The segmentation partitions labelled as 
reference are those made available by the MPEG group, and 
the other partitions were created with different segmentation 
quality levels, ranging from a close match with the reference 
to more objectionable segmentations. 
 

    
 (a) (b) 

    
 (c) (d) 

    
 (e) (f)  

Figure 1 – Sample original images (a) and segmentation 
partitions: reference (b), seg1 (c), seg2 (d), seg3 (e), and seg4 

(f) for images number 0 and 29 of the Akiyo sequence  

 

    
 (a) (b) 

    
 (c) (d) 

    
 (e) (f) 

Figure 2 – Sample original images (a) and segmentation 
partitions: reference (b), seg1 (c), seg2 (d), seg3 (e), and seg4 

(f) for images number 30 and 59 of the Stefan sequence 

5.2. Standalone Segmentation Quality Evaluation 
Results 

Standalone segmentation quality evaluation metrics are 
applicable only in certain circumstances, and thus the two 
metrics proposed have been tested with the appropriate 
contents. Results for these metrics, considering both the 
individual object and the overall evaluation cases are 
included below. 

A set of preliminary experiments showed that similar 
segmentation quality evaluation results are produced 
independently of the input format, and thus the QCIF 
resolution was used to limit the algorithm execution time. 

For each test sequence, the results include a graph, 
representing the temporal evolution of the overall 
segmentation quality, and a table, containing the temporal 
average of the instantaneous results computed both for 
individual object and for overall segmentation quality 
evaluation. 

Content class I corresponds to video sequences which have 
relatively simple shapes, and present a limited amount of 
motion. To evaluate this type of content, the Akiyo test 
sequence and the corresponding segmentation partitions were 
used. 

The results, included in Figure 3, show that for the woman 
object there are three segmentation quality groups: best 
quality is achieved by the reference, segmentation 1, and 
segmentation 2, then segmentation 3 achieves intermediate 
values, and finally segmentation 4 gets the worst results. 
These results agree generally agree with those a human 
observer would produce. The reference segmentation does not 
get the best result since a part of the woman’s hair is intensely 
illuminated, and when included as part of the woman it leads 
to a lower contrast to the background than when it is omitted, 
as it happens with segmentations 1 and 2. Segmentation 4, for 
which the woman object captures a significant part of the 
background, is clearly identified as the worst segmentation. 

 
Average Segment. Quality  

Back. Woman Overall 

Ref 0.76 0.77 0.77 

Seg1 0.79 0.79 0.79 

Seg2 0.79 0.80 0.80 

Seg3 0.73 0.73 0.73 

Seg4 0.65 0.56 0.60 
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Figure 3 - Standalone overall and individual object quality 
evaluation results for the Akiyo sequence 



 

Average Segment Quality  

Back. Player Overall 

Ref 0.33 0.43 0.38 

Seg1 0.34 0.49 0.42 

Seg2 0.32 0.43 0.38 

Seg3 0.34 0.45 0.39 

Seg4 0.32 0.37 0.34 

Content class II corresponds to more complex video content 
than in the previous case. Object shapes may not be so 
simple, and motion may be more important. The Stefan 
sequence and the corresponding segmentation partitions were 
used to evaluate the proposals made in this paper with this 
type of content. 

The results, included in Figure 4, show that segmentation 1 
gets the best overall segmentation quality result followed by a 
group formed by the reference and segmentations 2 and 3. 
Segmentation 4 gets the worst result. These results can be 
explained as follows. Segmentation 1 is more precise than the 
reference partition, as the reference is smoother and 
sometimes includes small parts of the background as 
belonging to the player object. The reference and 
segmentation 2 are correctly classified as the next quality 
group, but segmentation 3 should be ranked as having lower 
quality than these two. Finally, segmentation 4 is correctly 
ranked as the worst, since it is static and includes a large 
amount of background into the player object, but its quality 
value is higher than expected. 
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Figure 4 - Standalone overall and individual object quality 
evaluation results for the Stefan sequence  

The above examples demonstrate that the standalone 
segmentation quality evaluation algorithm is capable of 
ranking the quality of the various segmentation partitions, but 
the results must be interpreted in a rather qualitative and 
relative way (e.g. for ranking purposes). Standalone 
evaluation results are not expected to be as reliable as those of 
relative evaluation, but they can still be useful for identifying 
several quality groups among the various tested 
segmentations/algorithms. 

6. CONCLUSIONS 

Segmentation quality evaluation is a key element whenever 
the identification of a set of objects in a video sequence is 
required since it allows the assessment of the performance of 
segmentation algorithms in view of a given application 
targets.  

Since a satisfying solution for segmentation quality 
evaluation is not yet available, this paper discusses the 
problem, in particular when a reference segmentation playing 
the role of ground truth is not available – standalone 
evaluation.  

Metrics for both individual object and for overall 
segmentation quality evaluation were proposed. As expected, 
standalone evaluation revealed itself sensitive to the type of 
application/content considered. The various classes of 
elementary metrics available are not universally applicable, 
but when carefully selected metrics are employed for given 
classes of content then useful segmentation quality evaluation 
results can be obtained. Nevertheless, these evaluation results 
have a more qualitative rather than quantitative value, mainly\ 
allowing relative comparisons of segmentation results. 

7. REFERENCES 
[1] P. Correia, F. Pereira; “Estimation of video object's 

relevance”, EUSIPCO’2000, Finland, Sept. 5-8, 2000, 
pp. 925-928 

[2] P. Correia, F. Pereira; “Objective Evaluation of relative 
segmentation quality”, ICIP’2000, Canada, Sept.10-13, 
2000, pp. 308-311 

[3] ISO/IEC 14496, "Information technology - Coding of 
audio-visual objects”, 1999 

[4] ITU-R, "Methodology for the subjective assessment of the 
quality of television pictures", Recommendation BT.500-7, 
1995 

[5] ITU-T, "Recommendation P.910 - Subjective video 
quality assessment methods for multimedia applications", 
August 1996 

[6] M. Levine, A. Nazif, "Dynamic measurement of computer 
generated image segmentations", IEEE Trans. Pattern 
Analysis Machine Intelligence, Vol. PAMI-7, No.2, March 
1985, pp.155-164 

[7] MPEG Requirements Group, “MPEG-7 overview”, Doc. 
ISO/IEC JTC1/SC29/WG11 N4031, Singapore MPEG 
meeting, March 2001 

[8] P. Villegas, X. Marichal, A. Salcedo, “Objective 
evaluation of segmentation masks in video sequences”, 
WIAMIS’99, Germany, 31 May - 1 June 1999, pp. 85-88 

[9] S. Wolf, A. Webster, "Subjective and objective measures 
of scene criticality", ITU Meeting on Subjective and 
Objective Audiovisual Quality Assessment Methods, Turin, 
October 1997 

[10] M. Wollborn, R. Mech, "Refined procedure for objective 
evaluation of video object generation algorithms" Doc. 
ISO/IEC JTC1/SC29/WG11 M3448, March 1998 

[11] Y. J. Zhang; "A survey on evaluation methods for image 
segmentation", Pattern Rec., Vol. 29(8), 1996, pp. 1335-
1346 



Immersive Communication

Damien Douxchamps, David Ergo, Benô�t Macq, Xavier Marichal,
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ABSTRACT

An apparatus for communication/entertainment mixing
synthetic and natural images in real-time is designed
and allows the \user" to be captured through vision-
based sensors, like (web) cameras. The composed vi-
sual scenes are to be experienced in physical spaces
and/or to be viewed through web browsers. The word
\trans�ction" has been coined to this interactive nar-
rative system where users can interact with narrative
machines (devices with computing power and contain-
ing databases of meaningful information).

1 Introduction

Contrary to many approaches to virtuality or mixed
reality, the designed system does not need any dedi-
cated hardware, nor for computation nor for tracking
of real objects/persons. It runs on standard Pentium
PCs and cameras are the only used sensors. This vision-
based interface approach allows complete freedom to the
user, not anymore tied to hardware devices such as hel-
mets and gloves. Various research projects have already
adopted such a user-centric approach towards mixed re-
ality. It ranges from the only animation/command of
purely virtual worlds, as in the KidsRoom [1], to more
mixed worlds where users see a virtually reproduced part
of themselves as in N.I.C.E. [2], and goes to the inclu-
sion of the user image within the virtual space in or-
der to fully exploit the potential of mixed reality. In
ALIVE [3], \Arti�cial Life Interactive Video Environ-
ment", wireless full-body interaction between a human
participant and a rich graphical world inhabited by au-
tonomous agents is used.
The present system of \trans�ction" [4] aims at ex-

tracting users out of their context when they enter the
space of some camera. The image is analyzed, the vi-
sual representation of people is automatically extracted
and then integrated within a pre-existing story in or-
der to construct the mixed-reality scene, as depicted in

� Part of the research presented in the present pa-

per is achieved in the framework of the art.live project

(http://www.tele.ucl.ac.be/projects/art.live). This project is part

of the �fth framework programme of the European Commission:

Information Society Technologies (IST, project 10942).

�gure 1. The users' attitudes and behaviors then inu-
ence the narrative, with the explicit intent of making
the immersion a rich experience for all users.

Figure 1: Underlying concept of trans�ction

Since it makes use of both real and graphical images,
trans�ction needs to be positioned in the real-virtual
continuum and in the context of the "mixed reality".
According to Milgram and Colquhoun [5], mixed reality
covers the whole continuum ranging from reality to vir-
tuality. At the one end is the real environment, made
of the real world and image capture of it. On the other
end is the virtual environment, i.e. a world completely
modeled in terms of shape, location, texture, motion...
Mixed reality consists thus of any combination of these
two worlds. According to the relative importance of real
or virtual (modeled) elements, one has to deal with aug-
mented reality or augmented virtuality as depicted on
�gure 2.

The reminder of the present paper is organized as fol-
lows. Sections 2 and 3 summarizes some key features of
the trans�ction [4] system: section 2 elaborates on some
of its key concepts while section 3 presents the main as-



Figure 2: Mixed-Reality framework

pects of the underlying architecture. Finally, section 4
presents some results that are used to explain and illus-
trate the way interaction makes the scenario progress.

2 Concepts

Considering a human-centric approach, the various
\users" depicted on �gure 3 are involved within the
\trans�ction" system.
They are ranked here by their degree of inuence on

the overall system:

1. The Author, who designs the whole narrative sys-
tem, i.e. the scenario, the related story and its ele-
ments (musical analogy to composer or theatre/�lm
analogy to the scriptwriter);

2. The Director, who can modify (via the author-
ing tool) some aspects that the author prepared
to be modi�able (musical analogy to performer or
theatre/�lm analogy to the director achieving the
mise-en-scene);

3. The Consumer-Interactor, who is captured by some
live camera, and can directly interact with the sys-
tem via its gesture. The Interactor is aware of
his/her role in the narrative thanks to some (large)
screen where s/he sees himself/herself within the
mixed-reality environment;

4. The Consumer-Player, who interacts with the sys-
tem through a mouse on a Web browser (clicking
on some MPEG-4 hypervideo);

5. The Actor, who is any person in front of some live
camera. The Actor is not aware of his/her status
within the system;

6. The Spectator, who is any person looking at the
images without interacting or being captured by the
cameras.

It is important to stress that the di�erence between
an interactor and an actor only resides in the degree of
awareness of the user itself. Basically, both these users

are in front of some cameras and have some inuence
on the system because of their attitude. Since the in-
teractor is really made aware of the impact of his own
behavior thanks to the big screen, it is expected that he
will not remain a passive actor anymore but will adopt
speci�c gesture and attitude in order to interact with
the system.

Figure 3: Repartition of users in the system

In �gure 3, a systemic approach has been adopted:
users are bound to a narrative apparatus which consists
of cameras for image capture, computers for image com-
position, signal processing and scene composition, and
screens for image rendering. For the sake of clarity, it is
important to provide a praxis-based typology of the dif-
ferent spaces in which the bodies, objects and events are
taking place. With this respect, it is interesting to quote
Deleuze [6] who already elaborated on such considera-
tions about di�erent types of spaces: \We opposed the
virtual and the real: although it could not have been
more precise before now, this terminology must be cor-
rected. The virtual is opposed not to the real but to the
actual. The virtual is fully real in so far as it is virtual.
Exactly what Proust said of states of resonance must
be said of the virtual: 'Real without being actual; ideal
without being abstract'; and symbolic without being �c-
tional." Relying on such a point of view, the following
de�nitions are used:

� The Actual Space is the space in front of the cam-
era. It is the space in which any person becomes
an interactor.

� The Real Space is the space in which the user is
living, be it consumer, spectator, author....

� The Virtual Space is the space which is rendered
on the screens. It is composed of real-time images
of the interactors or other real elements as well



as bodies and objects generated from a computer
database.

� The Diegetic Space (which is more speci�c for nar-
rative �lms) refers to the world of a �lm story. The
diegesis includes events that are presumed to have
occurred as well as actions and spaces not shown
onscreen. The concept of diegesis will take its plain
dimension once we will be able to o�er to the au-
dience an extended narrative experience similar to
viewing a �lm.

3 Technical Architecture

In order to provide users with such an experience, the
technological challenge is to gather all needed subcom-
ponents and issue a real-time implementation of the sys-
tem. To compose all the visual objects (the \real" and
computer-generated ones) within the �nal mixed-reality
scene and to allow for interactivity, the MPEG-4 stan-
dard [7] can be used as the transmission layer.
In addition to the composition and transmission fa-

cilities, the following issues are addressed:

� Achieving a real time segmentation of moving ob-
jects captured by a web camera. As in [8], change
detection is combined with automatic background
adaptation in order to provide fast but robust ob-
ject extraction.

� Associating these objects extracted from the real
world with prede�ned synthetic objects in order to
compose a coherent mixed-reality scene. Images,
with a transparency layer, animations and short
movies can be used. However, the author must pay
extreme attention to the overall coherency of the
combination of the di�erent layers.

� Performing the real-time encoding of the arbitrar-
ily shaped objects with the help of various coding
techniques that appear within the MPEG-4 frame-
work.

� Establishing a client-server architecture based on
the Internet Protocol that allows for ubiquity (si-
multaneous re-use of the same camera images
within various mixed-reality scenes) and composi-
tion of scenes from various local or remote sources.

� Automatically extracting (MPEG-7 [9] like) de-
scriptors that are used to describe the behavior of
visual objects. Such descriptors are presented with
some more details in section 4 and are used to pilot
the interactive scenario.

Solutions to these issues have been combined in order
to implement the architecture depicted on �gure 4.
Thanks to the Internet Protocol, the system is very

exible and allows any screen to access any resource it
needs. A phenomenon of ubiquity is therefore provided

Figure 4: Technical architecture

since two or more screens may simultaneously access the
same camera stream. Therefore, the system is very open
and any device can be as much reproduced as needed.

4 Interactive Scenario

As already mentioned, descriptors are used for manag-
ing the application and o�ering users the possibility to
interact with the scenario. Therefore, descriptors are at-
tached to some of the graphical elements. For instance,
on �gure 5, one can see that three `touchzones' are de-
�ned at three particular locations of the graphical ele-
ments.

Figure 5: Presence of di�erent descriptors in the current
scene



These descriptors are compared in real-time with the
ones generated by the interactor: in the present case,
his/her image is described in terms of the bounding box
(cf. �gure 5) and contact points on the side of the box.

Figure 6: Activation of a scenario event thanks to de-
scriptors

The location of one of these contact points (top - bot-
tom - left - right) with some `touchzones' causes an event
in the scenario. On �gure 6, the �rst `touchzone' of
�gure 5 has been activated by the top contact point,
provoking the appearance of another layer of graphics.
`Touchzone' number 2 was also to be activated by the
top contact point while zone number 3 was targeted for
the right contact point.

Figure 7: Although the bounding box is in contact with
the `touchzone', no event is activated

As shown on �gures 7 and 8 the use of contact points
instead of the bounding box itself allows increasing the
robustness of the system with respect to noise and seg-
mentation defaults while ensuring that interaction is re-
ally driven by the user. Indeed, it is very likely that

his/her head and hands (interactive elements per excel-
lence)are the elements in contact with the bounding box,
therefore driving the application.

Figure 8: Activated event because of the presence of the
top contact point in the `touchzone'

Of course, intrinsic parameters of the bounding box,
as well as other descriptors (like position, texture, mo-
tion) can be used to generate more events. For in-
stance, on �gure 9, the user (appearing behind the
semi-transparent drosera, is o�ered to open or close the
drosera itself according to the width of the bounding
box. If he/she manages to open it completely, another
event will occur, i.e. a change of scene and the pursuing
of the interactive story.

Figure 9: Interactive piloting of some animation (open-
ing of the drosera)
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Í�ÃÅÊGË?Ê � ´ ÉY¿DÛ 3 ´ ÉYË°Ê�ÁÑÍÎÏ�È<Ï�Æ°ÄÖÁ°ÄÔÙYÊ�ÒkÏ�¿DÆÑÁ´ÉN¿�Á?Æhà
ñ*ÃÅÊUÁ?ÊGË?ßGF !/H öOYn|	}
	 ´ Z�ÛÅÊhÆ°ÄÖÞ�¿DÉ8Á?ÊhÆ§Á?ÃÅÊKÈDË°ÏYÜÑÊhÒÝÁ?ÄÖÏ�¿çÏN×*Á°ÃDÊÄÖß¹ÉNÞ�Ê"| }
	 ´�ÄÔ¿WÁ°ÃÅÊ�Ë?Êk×ØÊhË°Êh¿�Á°ÄÇÉNæeÏN×~ÄÖß¹ÉYÞYÊ"| } �F !/H öOYn| }
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	 ´(YI� � � ¤ YI�OZ�Z Y���HwZÄ�b Ä ¸ uwk�hqdlioÔ�e�uwÕ¿Ú"sqgWryi]mcuvdfe:A�Ü2ryÔ%uvioi]uvÔ%k(gWm{Õle�hqgWÔT¡ÊkÁ�� ´} ÓbÊ�Á°ÃÅÊ±*b¿DÉNæ<ÒkÏY¿�Á?ÏYÕÅË6ÏY×mÆÐÁ°ÊhÈ0�;YØÏ�ÈCÁ°ÄÔÏY¿¹É�Ï�Ë�ÓqZ6ÉY¿DÛ� ´}v� ��} Ì"� ´}v� ���%� Á°ÃÅÊìÁÑÍ"Ï�Ë°ÊcÆÐÕDæ�Á?ÄÖ¿ÅÞâÛCÏ�ßrÉYÄÖ¿bÆGà ñ*ÃÅÊxË°ÊhÞYÄÔÏY¿� ´}v� ��} ÒkÏY¿�Á´ÉNÄÔ¿DÆ�ÈDÄ�9CÊGæÇÆ½Á°ÃDÉNÁrÉYË°ÊWÒkÏ�¿DÆÐÄÇÛCÊhË°ÊcÛ{Á°ÏìÓbÊhæÖÏ�¿ÅÞ�Á?Ï
ß�Ï8ÙÚÄÔ¿ÅÞ�ÏYÓCÜÑÊcÒÝÁ?ÆJÉ8× Á°ÊhË�ÆÑÁ?ÊGÈV�Yà
¾À¿�ÆÐÁ°ÊGÈÂ$CÌ�ÍÎÊWÍÎÉY¿�Á½Á°Ïxß¹ÉNèYÊTÁ°ÃÅÊ@ÉYÒkÁ°ÄÔÙYÊ@ÒkÏ�¿�Á?ÏYÕÅË½ÊGÙ�ÏYæÔÙYÊ
Á°Ï8Í*ÉNË´ÛÅÆ<Á°ÃÅÊ"¿ÅÊhÉYË°ÊcÆÑÁ¡ÊcÛCÞYÊcÆ¡ÄÔ¿�Á°ÃDÊ�ÄÖß¹ÉYÞYÊYÌ8ÉY¿DÛ�ÆÐÏbÌ ÍÎÊ�Ò´ÃÅÏÚÏ�Æ°Ê
Á°ÃÅÊ§×ØÏ�æÖæÔÏ8Í�ÄÖ¿DÞ�ÛCÊcÆ°ÒGË°ÄÔÈCÁ?ÏYË´Æ	�üý þ � � }v� ���%�{� ��J Y/ô ½ |:}]ô Z
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Í�ÃÅÊGË?Ê � µ�ÉY¿DÛ � µ�ÉYË°Ê�ÁÑÍ"ÏrÈ<Ï�Æ°Ä�Á?ÄÖÙ�Ê�ÒkÏY¿bÆÑÁ´ÉN¿�Á?Æhà
ñ*ÃÅÊ§×ØÕÅ¿DÒkÁ°ÄÔÏY¿ J ÄÇÆ�ÛCÊ	*D¿ÅÊcÛWÉ�ÆÎ×ØÏYæÔæÖÏ8Í�Æ��J Y/ô ½ | } ô Z � ¯ ô ½ |:}�ô ÄÖ×±Y{¬B�®yZz²7� ´}M� ��}P ÏYÁ°ÃÅÊhË°Í�ÄÇÆ°Ê
ñ*ÃÅÄÔÆ:×ØÕD¿DÒÝÁ?ÄÖÏ�¿UÉNæÔæÖÏ8Í�ÆwÁ°Ï§Ë?ÊhÉ�Ò´Ã�Á?ÃÅÊ�¿ÅÊhÉYË°ÊcÆÑÁ6ÊcÛCÞYÊ*ÄÔ¿DÆÐÄÇÛCÊÎÁ°ÃDÊ*DË?ÆÐÁ�ÆÐÊhÞYßrÊG¿�Á?ÊhÛKË°ÊhÞYÄÔÏY¿@ÉN¿DÛK¿ÅÏNÁ�Ï�ÕCÁ?Æ°ÄÇÛCÊYàÄ�b�K º8§ m{gWi�Ô�e�uwÕ�Ú4i]uvÔ%k(gWm{Õle�hqgWÔ"j]Ô%mndls�gWuwsOmnhOdlÔCÕ2rMgIe�m{Ae�mchqdT¡ÊkÁ�� µ} ÓbÊ�Á°ÃÅÊ0*b¿DÉNæJÒGÏY¿�Á°Ï�ÕÅËUÏY×�ÆÐÁ°ÊhÈÁ$CÌ4� µ}v� �5} ÒkÏY¿�Á´ÉNÄÔ¿DÆ
Á°ÃÅÊ§ÈÅÄ�9CÊGæÇÆ"ÏY×¡Á°ÃDÊðÄÔß¹ÉNÞ�ÊJÁ?ÃDÉ8Á�ÉNË?Ê�ÒGÏY¿DÆ°ÄÇÛCÊGË?ÊhÛUÁ°Ï�ÓbÊhæÖÏ�¿ÅÞ�Á?Ï
ß�Ï8ÙÚÄÔ¿ÅÞ�ÏYÓCÜÑÊcÒÝÁ?ÆJÉ8× Á°ÊhË�ÆÑÁ?ÊGÈ�$Cà
¾À¿âÁ?ÃÅÄÔÆUÁ°ÃÅÄÔË´ÛuÆÑÁ?ÊGÈ¡Ì�ÍÎÊ7*DË´ÆÑÁKßrÉYèYÊ�ÉçÈbÉNË°Á°ÄÖÁ°ÄÔÏY¿âÏN×§Á°ÃDÊ
ÄÖß¹ÉNÞ�ÊrÄÖ¿xÄÖ¿�Á?ÊG¿DÆ°Ä�ÁÑåìÃÅÏYßrÏ�ÞYÊG¿DÊGÏYÕbÆJË?ÊGÞ�ÄÖÏ�¿DÆðÕDÆÐÄÔ¿ÅÞ�ÉWË°ÊhÞYÄÔÏY¿
ÞYË?Ï8Í�ÄÖ¿ÅÞ{ÉNæÔÞYÏ�Ë°ÄÖÁ°ÃDßWàÂ)xÊ�ÉYÆ?ÆÐÕDß�Ê@Á?ÃDÉ8ÁTÉxßrÏ8ÙÚÄÖ¿DÞxÏ�ÓCÜÑÊhÒkÁ
ÄÔÆJßrÉ�ÛCÊ²Í�ÄÖÁ°Ã�Á?ÃÅÊ�ÕD¿ÅÄÖÏ�¿�ÏN×pÆ°ÊGÙ�ÊGË´ÉNæmË?ÊGÞYÄÔÏY¿bÆGàz)xÊ½ÒkÏ�¿DÆ°ÄÔÛCÊhË
Á°ÃDÉNÁ�Ä�×�É@Ë?ÊGÞ�ÄÖÏ�¿ìÄÇÆ²ßrÏ�ÆÐÁ°æÔå�ÄÔ¿DÒGæÖÕDÛÅÊhÛ{ÄÔ¿{Á°ÃÅÊ*b¿DÉNæ"ß�Ï8ÙÚÄÔ¿ÅÞ
ÏYÓCÜÑÊcÒÝÁ�ÏN×6ÆÐÁ°ÊGÈ�$ÅÌÅÄ�à ÊYàz� µ}v� �5} ÌÅÁ°ÃDÊG¿@Á°ÃDÊ²ÉYÒÝÁ?ÄÖÙ�Ê²ÒkÏ�¿�Á?ÏYÕÅË�Í�ÄÔæÔæ
ÓbÊÎÛCË°ÄÔÙYÊh¿�ÄÖ¿½ÏYË´ÛCÊGË¡Á°ÏJÄÔ¿DÒGæÖÕDÛÅÊ�Á°ÃDÊpÍ�ÃÅÏ�æÖÊ"Ë°ÊhÞYÄÔÏY¿§ÄÖ¿�Á°ÃÅÊ¡*D¿DÉYæ
ß�Ï8ÙÚÄÔ¿ÅÞrÏYÓCÜÑÊcÒÝÁcàz&�¿@Á°ÃDÊ²ÒkÏY¿�Á?Ë?ÉYË°å�ÌCÄ�×~Á°ÃDÊ²Ë°ÊhÞYÄÔÏY¿WÄÔÆ�ß�Ï�ÆÑÁ?æÖå
ÄÖ¿DÒGæÖÕbÛCÊhÛìÄÖ¿xÁ?ÃÅÊrÓDÉYÒ´èÚÞYË?ÏYÕD¿DÛ�ÈDÉYËÐÁcÌ¡Ä�à ÊYà� µ}v� ���%� Ì¡Á°ÃÅÊh¿ìÁ?ÃÅÄÇÆ
Ë°ÊhÞYÄÔÏY¿TÍ�ÄÔæÔæ¡ÓbÊ�Ë?ÊGßrÏ8Ù�ÊhÛ¹×ØË?ÏYßãÁ°ÃÅÊ1*D¿bÉNæ�Æ°ÊGÞ�ß�Êh¿�Á?É8Á?ÄÖÏ�¿¡àß�à Lqà¦áNM õ�ëYùOüWæ7ëNø?ü/O6ù¦æwë�ã¹õkû{èÅücô
áÅË´ÉNßrÊhÆ¹ÉYË°Ê�Æ°ÊGÞ�ß�Êh¿�Á°ÊhÛëÄÔ¿�Á°ÏçÄÔ¿�Á?ÊG¿DÆ°ÄÖÁÑåÂÃÅÏ�ß�Ï�ÞYÊh¿ÅÊGÏ�ÕDÆrË°ÊGé
ÞYÄÔÏY¿DÆhà ñ*ÃÅÊ�ÈDÄ�9CÊGæ�Y{¬B�®yZrÓbÊhæÖÏ�¿ÅÞ�Æ¹Á°Ï{Á°ÃDÊ�Ë°ÊhÞYÄÔÏY¿QPC�²Ä�×�ÄÖÁ
Æ°ÉNÁ°ÄÇÆ�*DÊcÆÎÁ°ÃÅÊ§×ØÏ�æÖæÔÏ8Í�ÄÔ¿ÅÞ�ÛÅÊhÒkÄÇÆ°ÄÖÏ�¿WÒGË°ÄÖÁ°ÊhË°ÄÔÏY¿��ô |:}�Y{¬]�®f�Ð�Z ¸SR(T ô
UWVxÉY¿DÛVô |:}BY{¬B�®f/Ñz�[Z ¸SRYX@Z ô
U[V

ÉN¿bÛVô |:}QYn¬B�®f[Ñ¿ÒIZ ¸\RYX^] ô
U[V�Y���LwZ
Í�ÃÅÊGË?Ê R T Ì R X Z Ì R X ] ÉYË°Ê�Á°ÃÅÊrÉRÙYÊhË?ÉYÞYÊ�ÄÔ¿�Á°ÊG¿bÆÐÄÖÁÑå@ÙRÉYæÖÕDÊhÆðÏN×
Á°ÃÅÊ²Ë?ÊGÞ�ÄÖÏ�¿_P � ×ØÏ�Ë�Ë°ÊcÆÐÈ<ÊhÒkÁ°ÄÔÙYÊhæÖå¹Á?ÃÅÊ²æÔÕÅßrÄÖ¿bÉN¿DÒGÊ8Ð ÉN¿DÛKÁ°ÃDÊ
ÁÑÍ"Ï�Ò´ÃÅË?ÏYßrÄÔ¿DÉN¿DÒGÊhÆ1Ñ � ÉN¿bÛaÑ Ò àUñ*ÃDÊ�ÈbÉNË´ÉNßrÊkÁ?ÊGË`VÂÄÇÆðÁ°ÃDÊ
ÙRÉYË°ÄÇÉN¿bÒkÊYÌÚÍÎÊ§Á?ÉYèYÊaV � LÅà)ìÊðÆÑÁ´ÉNË°Á�×ØË°Ï�ß É�ÈÅÄ�9ÚÊhælYn¬B�®MZkÌCÉN¿DÛrÍÎÊ�Ò´ÃÅÊcÒ´è�ÉYæÖæDÁ°ÃÅÊ�¿ÅÊGÄÔÞYÃÅé
ÓbÏ�Ë°ÃÅÏÚÏCÛ@È<ÏYÄÔ¿�Á´ÆGà#�~Ï�ÄÖ¿�Á´Æ�Á°ÃbÉ8ÁJÙ�ÊGË?Ä�×ØåKÁ°ÃÅÊ�ÒkË?Ä�Á?ÊGË?ÄÖÏ�¿�ÉNË?Ê²ÄÖ¿Åé
ÆÐÊhËÐÁ?ÊhÛ@ÄÔ¿�Á?Ï¹Á°ÃDÊ�Ë?ÊGÞYÄÔÏY¿�à*ñ*ÃDÊ�Ë?ÊGÞYÄÔÏY¿@Í�ÄÔæÖæ:Ê:9CÈDÉY¿DÛ@ÕÅ¿�Á°ÄÔæ:¿ÅÏ



ßrÏYË?Ê"¿ÅÊhÄÖÞ�ÃÚÓbÏ�Ë°ÃÅÏÚÏCÛ²È<ÏYÄÔ¿�Á?Æ6ÒhÉN¿�ÓbÊ�É�ÛÅÛCÊhÛ¡à:ñ*ÃÅÊ�ÉYæÖÞ�ÏYË?Ä�Á?ÃÅß
ß¹ÉRå½Ó<ÊJÄÔßrÈÅË°Ï8Ù�ÊhÛ�ÓÚårÕDÆÐÄÔ¿ÅÞ²ß½ÕDÒ´ÃUßrÏYË?Ê�Ê	+¹ÒGÄÖÊh¿�ÁpßrÊkÁ°ÃDÏÚÛDÆ
ÆÐÕbÒ´ÃWÉ�Æ*ÓÅÄÖ¿bÉNË?åUÈDÉNË°Á°ÄÖÁ°ÄÔÏY¿KÁ°Ë?ÊGÊcÆ"���I6%�êà
ß�à LOà5ùcb õkök÷GøÝù ú<ûÀü8ø´ö
ñ*ÃÅÊ¹ÛCÊhÒGÄÔÆ°ÄÔÏY¿çÒkË?Ä�Á?ÊGË?ÄÖÏ�¿�ÕDÆ°ÊhÛxÄÇÆ§ÓDÉYÆ°ÊhÛxÏ�¿�Á?ÃÅÊ¹ÈbÊhË?ÒGÊG¿�Á?ÉYÞYÊ
ÏN×ÎÈÅÄ�9CÊhæÔÆ§ÄÔ¿DÒkæÔÕDÛCÊcÛ�ÄÔ¿�� µ}v� �5} àFT�ÊkÁ�ÕDÆ�ÒhÉNæÔæed � Á°ÃÅÊ¹¿ÚÕÅß½ÓbÊhË
ÏN×¡ÈÅÄ�9CÊGæÇÆÎÏN×¡Ë?ÊGÞYÄÔÏY¿fP � ÉN¿DÛ d �n� gihkj Á°ÃDÊ�¿ÚÕÅß½ÓbÊhË"ÏY×¡ÈÅÄ�9CÊhæÔÆÎÏN×
Ë°ÊhÞYÄÔÏY¿ P �?l � µ}M� ��} ÌÅÄÔÊ�Á°ÃÅÊ�ÈÅÄ�9CÊGæÇÆÎÏN×mP � Á°ÃbÉ8Á�ÉNË?ÊJÄÔ¿DÆ°ÄÔÛCÊðÁ?ÃÅÊ
ÆÐÊhÞYßrÊG¿�Á?ÊhÛKË°ÊhÞYÄÔÏY¿KÉN× Á°ÊhË�ÆÑÁ?ÊGÈ�$Cà
ñ*ÃÅÊ�ÛCÊhÆ?ÒkË?ÄÔÈCÁ°Ï�Ë?Æ�ÉYË°Ê§ÛCÊ:*b¿ÅÊhÛ@ÉYÆÎ×ØÏ�æÖæÔÏ8Í�Æ��üý þ � � }M� ���%�{� � ºw���%�
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Í�ÃÅÊGË?Ê �:n ÄÇÆ�É�È<Ï�Æ°Ä�Á?ÄÖÙ�Ê§ÒGÏY¿DÆÐÁ?ÉY¿�Áhà
ñ*ÃÅÊð×ØÕÅ¿DÒkÁ°ÄÔÏY¿�º ��} ÉN¿DÛ7º ���%� ÉNË?ÊðÒ´ÃÅÏ�ÆÐÊh¿TÁ?ÏrÓbÊ��
º��5}�Yn¬B�®yZ ��¯ P ÄÖ× 6 o � 	 o �¦� pAq7r 6o � UÃP:s Pw$� ÏNÁ?ÃÅÊGË?Í�ÄÇÆÐÊ Í�ÄÖÁ°Ã�Y{¬]�®yZ�²tPC�
º ���%� Y{¬B�®yZ � ¯ ��ÄÖ× 6 o � 	 o �¦� pAq7r 6o � UÃP:s Pw$PÏNÁ?ÃÅÊGË?Í�ÄÇÆÐÊ Í�ÄÖÁ°Ã<Y{¬]�®yZz²uP �
Ä�b1v » uwÛ�rMgxw�Ô
ñ*ÃÅÊ§ÈDÉNË´ÉNßrÊGÁ°ÊGË´Æ �]� ÉY¿DÛ 3 � ÄÔ¿�Á°ÊGË´ÉYÒkÁ*É�ÆÎÁ°ÃÅË?ÊhÆ°ÃÅÏ�æÔÛTÈDÉNË´ÉNß�é
ÊkÁ?ÊGË´ÆGÌ�Æ°ÊGÊa���%HI�*×ØÏYËrÛCÊkÁ´ÉNÄÔæÖÊcÛçÊ:9CÈÅæÇÉN¿DÉNÁ°ÄÔÏY¿DÆhà{ñ*ÃÅÊTÈDÉYË?ÉYßrÊké
Á°ÊhË �G� ÄÇÆ²ÉWË?ÊGÞYÕDæÔÉYË°Ä5�hÉNÁ°ÄÔÏY¿�ÈDÉYË?ÉYßrÊkÁ°ÊhËðÁ°ÃDÉNÁ�ÆÐßrÏÚÏNÁ?ÃÅÊhÆðÁ?ÃÅÊ
ÒkÕÅË?ÙYÊ�à�¾À¿�ÏYË´ÛCÊhË�Á°ÏKË°ÊcÛCÕDÒGÊ�Á°ÃÅÊ½¿ÚÕÅß�Ó<ÊGËðÏN×�ÈDÉYË?ÉYßrÊkÁ°ÊhË?Æ�Á°Ï
Ò´ÃÅÏÚÏ�Æ°ÊYÌÚÍÎÊ�Á´ÉNè�Ê � ´ �y� µ �y� n ��� à
ñ*ÃDÊz*D¿DÉNæbÒkÏY¿�Á?ÏYÕÅË6ÏY×b×ØË´ÉNßrÊ*¿ÚÕÅß�Ó<ÊGË'~WÄÇÆ6ÕDÆ°ÊhÛrÉYÆ6ÉY¿�ÄÔ¿ÅÄÖé
Á°ÄÇÉNæ<ÒkÏY¿�Á?ÏYÕÅË~×ØÏ�Ë�×ØË´ÉNßrÊ�¿ÚÕÅß�Ó<ÊGË'~ � �Yà~ñ*ÃÅÊ�ÄÔ¿ÅÄÖÁ°ÄÇÉNæbÒGÏY¿�Á°Ï�ÕÅË
ÄÔÆ�Ë?ÊkéêÄÖ¿DÄ�Á?ÄÔÉYæÖÄ5�GÊcÛÂÉYÆrÉxË?ÊhÒÝÁ´ÉN¿ÅÞ�æÖÊK¿ÅÊhÉYË�Á°ÃÅÊ@Ó<ÏYË´ÛCÊGË´Æ�ÏN×�Á?ÃÅÊ
ÄÖß¹ÉYÞYÊ�ÊGÙYÊhË°å0~ � ÒzhU�5}(���JÄÔß¹ÉNÞYÊcÆGÌ�Í�ÃÅÊGË?Ê�~ � ÒzhU�5}(���JÄÇÆ�ÆÐÈ<ÊhÒGÄ�*bÊhÛÓÚå¹Á°ÃÅÊ�ÕbÆÐÊhË8YØÕDÆ°ÕDÉNæÔæÔåUÍ"Ê§Á´ÉNè�Ê_��U-~ � Ò-hU��}R���{U¨�%P�ZÝà
K >}|�Ë">ð» � ÇÈ> � ºÎ¶�Ì�»?>§¸B�?Ìeº½¸
ñ*ÃÅÊ²ÉNæÔÞYÏ�Ë°ÄÖÁ°ÃDß ÃDÉ�Æ�ÓbÊhÊG¿@Á?ÊhÆÐÁ°ÊhÛ@Ï�¿WÁ°ÃÅË?ÊGÊ²Ë?ÊhÉYæ¡ÆÐÊcï�ÕÅÊG¿DÒGÊhÆhÌ,[¾"Ï�ÉYÆÐÁ°ÞYÕbÉNË´Ûy.ÅÌ],���ÏYÁ°ÃÅÊhË�ÉN¿DÛ���ÉYÕÅÞYÃ�Á?ÊGË[.½ÉY¿DÛ�,/S�ÄÔÞYÃÚÍ*ÉRåv.
×ØË°Ï�ß�Á°ÃÅÊxË°ÊcÆÐÊcÉNË´Ò´ÃâÞYË?ÏYÕÅÈ`¾±& ÿ ñ $y�R�����IJ%�fà áÅÏ�Ë0¾"Ï�ÉYÆÐÁÐé
ÞYÕDÉYË?Û¡Ì�Í"ÊìÁ?ÉYèYÊ 3 ´ � �&sKJCÌ � � ��P�ÉN¿DÛ � µ � �%PRPRP�PÅà
áÅÏ�Ë�,/��ÏNÁ?ÃÅÊGË§ÉN¿bÛ �ðÉNÕÅÞ�Ã�Á?ÊGË[.UÍÎÊ�Á?ÉNè�Ê � ´ � LRPDÌ �a� �I6CÌ~Qõ � HRP{ÉY¿DÛ � µ � ��P�PRPÅÌÎÉN¿DÛ�×ØÏ�Ë�,�SJÄÖÞ�Ã�Í*ÉRåM.�ÍÎÊWÁ?ÉYèYÊ� ´ � ��P�PÅÌ �?� �%6ÅÌM~Qõ � $R6�ÉN¿bÛ � µ � �%PRP�PÅà
¾À¿@á:ÄÖÞbà���ÌCÊhÉ�Ò´ÃWÆÐÁ°ÊhÈKÏY×wÁ?ÃÅÊ�ÆÐÊhÞYßrÊG¿�Á?ÉNÁ°ÄÔÏY¿WÈÅË?ÏÚÒGÊhÆ?ÆÎÄÔÆ�ÛCÊGé
Á?ÉYÄÖæÔÊhÛmà 3�× Á°ÊGË*Á?ÃÅÊC*DË?ÆÐÁ�ÆÑÁ´ÉNÞYÊ�ÌÚß�Ï8ÙÚÄÔ¿ÅÞ�Ï�ÓCÜÑÊhÒkÁ?Æ*ÉNË?ÊJË?ÏYÕDÞYÃÅæÔå
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ABSTRACT

Video segmentation is among the most important prob-
lems of video processing and compression (standard
MPEG-4 and MPEG-7). Unfortunately an important
drawback for usual methods is the computation cost re-
lated to the model complexity. In this paper we pro-
pose to use a B-Splines parametric contour to implement
a region-based active contours segmentation. Hence
we get a fast variational method based on active con-
tours with an intrinsic regularizing property. More pre-
cisely the evolution force is determined by minimizing a
region-based criterion. The property of B-splines allows
the computation of the contours curvature at any point
using an analytic expression. The model complexity is
�xed, depending on the desired level of detail, and is
highly reduced as opposed to non parametric methods.
Furthermore we compare this new approach to usual
parametric polygon-based methods. We show experi-
ments on a realisitic video sequence.

1 INTRODUCTION

Segmentation of moving objects in video sequences is a
diÆcult and important problem in video processing.
Many approaches have been proposed to solve this

problem. Two major kinds of technic exist. On one
hand, there are statistical methods using Markov �elds
and discret models to model di�erent parts of the scene
[4]. On the other hand, some methods are based on
variational approach and the minimization of a crite-
rion. Most of these methods are based on active con-
tours [2,5]. Level sets method are often chosen to imple-
ment methods based on active contours: Contour based
on active contours [1], Region-based ones [3,6,9,10,13].
Obviously the advantage of level sets is an easier man-
agement of topological changes. The drawback is the
high computation cost for such implementations. Con-
trarily parametric active contour methods can be fast
method and eÆcient if the objects in the sequence do
not undergo topology changes.
Thus, in this paper, we propose a parametric imple-

mentation of a region-based active contour approach.
The aim is to obtain the segmentation with a contour

Figure 1: Domains de�nition

evolution using a cubic B-spline interpolation [7,8,14].
Thanks to this interpolation the size of data in the al-
gorithm is fully controled and highly reduced. Choosing
cubic B-spline interpolation allow to preserve a C2 regu-
larity in each point of the contour. Hence terms depend-
ing on the contour's curvature can be computed. The
principle of spatio-temporal segmentation method is a
variational approach in order to minimize the following
criterion :

Jn (t) =

Z

n;out(t)

koutd� +

Z

n;in(t)

kind� + �

Z
�n(t)

ds

(1):

In this expression,t is the parameter for contour's evo-
lution , n is the number of the current frame, 
n;out(t)
represents the Background domain, 
n;in(t) represents
the Object, and �n(t) the frontier between these do-
mains.(Fig.1).

kout is a background descriptor and kin is a moving
object descriptor. We currently use a temporal gradient
kout = (Sn�Sn�1)2 with Sn the frame n in the sequence
and kin = �c with �c a constant.

By distributions di�erentiation on the criterion (1),
we obtain a Propagation-PDE representing the contour
evolution:(

@�n(t)
@t

= F
�!
N =

�!
V

�n(0) = �n;0
(2):



Figure 2: Contour Evolution

From an initial curve �n(0) given, the contour �n(t)

evolve thanks to velocity de�nition :
�!
V = F

�!
N , follow-

ing the normal direction of the contour.
The expression of the force is deduced from the crite-

rion (1) [3,13]:

F = kin � kout + �� (3):

with � the contour curvature of the contour (Fig.2).
One might implement active contour evolution follow-

ing two di�erent ways:
� Implicit implementation : A really eÆcient "level

set"-based method already exist to implement video seg-
mentation from this criterion (1) [3,13]. Its main advan-
tage is to provide an implicit management of topological
changes. On the other hand computation cost of this
approach is important.
� Explicit implementation : The purpose of this pa-

per is to use parametric active contours. Two straight
advantages come out: A low computation cost because
of data size to process and a total control of this com-
putation cost thanks to our knowledge of the number of
evolution points to manipulate. A second advantage of
this method lies in manipulating analytic expressions.
Usual parametric acitve contour technics deal with

polygons. However that kind of approach request lot of
points in order to keep a satisfying regularity.

2 PROPAGATION METHOD

2.1 Principle of the method

In this paper we propose to use B-Spline curves (curve
composed by several �xed degree B�ezier curves) because
these curves are C2 regular in each point of the contour.
Our goal is to reduce the number of points and thus to
reduce computation cost.
The principle is based on applying the force (3), over

few contour points. Then contour evolution depends
only on the evolution of these interpolated points and
no more on each point of the contour. Using B-splines
allow to preserve the C2 continuity. Thus the third term
of force F (3), a regularization term over the contour

Figure 3: Interpolated Propagation

length (depending on the curvature �), is de�ned in each
point.
Our algorithm is composed of three steps:
- Active contour interpolation
- Curvature computation � eq.(7)
- Propagation eq.(2)

2.2 Active contour interpolation

We determinate a contour (ellipse, circle, ...). Then this
�xed contour is interpolated regularly.
Pn represent contour interpolated points which are

going to evolve.
After calculating the curvature � in each point Pn, the

evolution force (3) is determined in these points through
criterion minimization and evaluated with the new cur-
vature, and each descriptor of objects and background.
After a propagation step, we obtain points P

0

k from
points Pk (as shown on �gure Fig.3).
The contour interpolation is based on cubic Uniform

B-Spline curves. The uniformity is employed here to
improve computation eÆciency as we are going to see
below. Third degree B-Splines are used because we only
need second derivation term in the curvature expression
(7).
A cubic B-Spline curve is given by a polynomial ex-

pression as below[7]:

Si (s) = Qi�1BS4

i�3

(s) +QiBS4

i�2

(s)

+Qi+1BS4

i�1

(s)+Qi+2BS4

i
(s) : (4).

s is the parameter of the curve (in fact curvilinear
abscise), points Q are "anchors" of the B-Spline (called
usually: Control Points), and BS4

i
(s) are polynomial ex-

pressions (with 2 components) de�ning basic functions
of the B-Spline(hence "Basic-Spline"), it means weight
functions of each point for the arc Si (s).
It has to be noticed that in all these expressions Q

and P represent points in a frame of the sequence. So
they both have 2 components. It's the same with Si(s)
which is the parametric equation of the arc between Pi
and Pi+1. Thus Pi represent (xi(s); yi(s)) with Pi =



(xi(si); yi(si)) and Pi+1 = (xi(si+1); yi(si+1)). The arc
equation is [8]:

Si (s) =
�
1 s s2 s3

� 0@ Mi

1
A
0
BB@

Qi�1

Qi

Qi+1

Qi+2

1
CCA

in which Mi matrix represent the polynomial expres-
sion coeÆcients of the B-Spline arc between Pi and Pi+1.
If all couples (Pi; Pi+1) are supposed regularly dis-

tributed along the curve, 8i 2 [0; ::; n � 2] 4si =
ksi+1 � sik, a new parametrization for each arc into
[0; 1] leads to easier computation. Basics functions
BS4

i
(s) are identical for all arcs as we are using a Uni-

form B-Splines interpolation.
Using Uniform B-Spline and after parametrizing each

arc into [0; 1], Mi matrix are identical for all arcs (8i 2
[0; ::; n� 1]). This unique matrix called M from now is
de�nied for one arc of Uniform B-Spline by [8]:

8i;Mi =M =
1

6

0
BB@

1 4 1 0
�3 0 3 0
3 �6 3 0
�1 3 �3 1

1
CCA

Each interpolated point Pi corresponds to the poly-
nom Si (s) value when s = si. By using si into Uni-
form B-Spline arc between Pi and Pi+1 (4) expression
we obtain the relation between n interpolated points
Pi; i 2 [0; :::; n� 1] and n+ 2 arc control points, Qi; i 2
[�1; :::; n] :

Si (si) = Pi =
1

6
(Qi�1 + 4Qi +Qi+1) (5):

Number of control points should be n + 2 but as we
want to obtain a closed curve as result, we use twice the
�rst and the last point Q0 and Qn�1. So we have:

Q�1 = Qn�1

Qn = QO

Thus to obtain control points Q of the Uniform B-Spline
curve from interpolated points P . We only need to
compute the inversion of a circulating n� n matrix.

0
BBBB@

P0
P1
:::

Pn�2
Pn�1

1
CCCCA =

0
BBBBBBBB@

4 1 0 : : : 0 1
1 4 1 0 : : : 0

0 1 4 1 0
...

...
. . .

. . .
. . .

. . .

0 : : : 0 1 4 1
1 0 : : : 0 1 4

1
CCCCCCCCA

0
BBBB@

Q0

Q1

:::

Qn�2

Qn�1

1
CCCCA

(6):

Thanks to proprieties of these matrices and to im-
prove our algorithm, this inversion is based on Fourier
Transformation: Naming pn interpolated points vector,

qn control points vector, and hn Fourrier coeÆcients vec-
tor:

hn =
�
4;1;0;: : :;0;1

�T
Assuming qn and hn represent part of complex peri-

odic sets (qn)n2Z and (hn)n2Z , with period n, we can
consider pn as a part of the periodic set (pn)n2Z convo-
lution of previous ones:

8n 2 Z pn =

n�1X
k=0

hn�kqk

This expression can become using the linear system
(6) as:

pn = Hqn

But then we can name Pk,Qk and Hk, Discret Four-
rier transform of (pn)n2Z,(qn) and (hn)n2Z. Hence the
previous linear system is turned into:

Pk = nHkQk k = 0; 1; :::; n� 1

This computation concern only complex n-long vec-
tors. So Qk and by reverse Discret Fourrier transform,
qn is known.
It has to be noticed that these calculus depend only

on the number of interpolated points.

2.3 Curvature equation

Thanks to B-Spline curves and their fundamental pro-
priety of C2 regularity in each point of the curve ( even
joining \segments" points ), we can evaluate the third
term of the criterion (1) which concern curvature of the
contour.
We compute at each one of interpolated points Pk

the curvature �k(s). We use coeÆcients of polynomial
expressions of each Si(s) components to obtain the cur-
vature through the relation:

�i(s) =
x0i(s)y

00

i (s)� x00i (s)y
0

i(s)�
x0i(s)

2 + y0i(s)
2
� 3

2

(7):

with xi(s) and yi(s) the �rst component and the second
components of Si(s) respectively. .

2.4 Propagation

So we have P 0
k points by initializing (step 0) along a de-

termined contour.(As the contour is already determined
we do not need to use anchors, so we do not need to
control points for now). After applying the force on
each point, we have new points P

0

k (step 1). From these
points we determine �rst control points Q1

k (step 1).



At each iteration we compute coeÆcients of each arc
of the Uniform B-Spline interpolating the active con-
tour. These arcs are de�ned with cubic polynomial ex-
pressions. Therefore results are two analytic expressions
for each arc (one per component) and only coeÆcients
of these expressions have to be stored.
The new force F value is computed in each point of

P 1
k using the curvature value (7) (step 3) .This computa-

tion is based on analytic expressions of arcs composing
the contour. This results in a faster and easier than
using the level set method.
We consider interpolated points P, evenly sampled

along the curve. This approximation allows us to inter-
polate the curve using points Pk into Uniform B-Spline
interpolation. As we delete or create new interpolat-
ing points with a threeshold as in some polygon based
methods [12], the approximation of regular sampling is
not absurd. Moreover experimantal results con�rm it.
Then we determine control points (anchors of the

curve), points Q, for each arc linking P previous points.
Once we know new positions of P 1

k points we can im-
mediatly evaluate the expression of the curvature � (step
2) all along the curve and then the new value for the
force F at these points.
This computation is repeated until convergence.

Through studies on the criterion (1) [3,13], we know this
evolve towards moving objects. So we consider conver-
gence realized with the end of evolution of the contour.

3 EXPERIMENTS and COMPARISON

Fig.4 shows the contour initialization for segmentation
of a moving speacher in a video sequence. Fig.5 ) is
the result of the convergence of our algorithm. We ob-
tain eÆcient results extracting the moving object from
a video sequence.
Moreover we can compare our method with classical

polygon-based ones:
In our algorithm, we use an analytic formula to com-

pute the curvature (7). As we assume interpolated
points P are evenly spaced, the parameter t of the curve
evolve from 0 to 1 on each cubic segment composing the
curve. Hence to compute the exact value of the curva-
ture at the point Pi, we just use:

�i = �i(0) =
x0i(0)y

00

i (0)� x00i (0)y
0

i(0)�
x0i(0)

2
+ y0i(0)

2
� 3

2

where each of x0i(0) , x
00

i (0) , y
0

i(0) , y
00

i (0) is a oat,
factor from the polynomial expression Si(s) with t = 0.
This calculus is independant on the point considered
( no needs of a speci�c management for �rst and last
interpolated points).
An other advantage in using analytic expressions is

to allow direct computation of normal vector. In our

Figure 4: Interpolated Contour Intialization
Interpolation using 100 points, kout = (Sn � Sn�1)

2, �c=

10, � = 10

Figure 5: Interpolated Contour Convergence

algorithm the normal vector at Pi is:

�!
Ni =

0
@ �y0i(0)p

x0
i
(0)2+y0

i
(0)2

x0i(0)p
x0
i
(0)2+y0

i
(0)2

1
A

Computation cost per interpolating point with B-
Spline-based method:

� �B�Spline : 8 operations/point.

� ~NB�Spline : 12 operations/point.

Polygon-based methods use as approximation for the
curvature at Pi, the length of the median in the triangle
(Pi�1,Pi,Pi+1) [11].
Once again, polygon-based methods need an approxi-

mation [12]. Since curvature does not exist for polygons,



we de�ne the normal vector as the opposite of the av-
erage vector ~N from normal vectors of ~N1 previous and
~N2 of next edge of both side of the point Pi ( as shown
on Fig.6).
Computation cost per interpolating point with

polygon-based method:

� �Polygon : 13 operations/point.

� ~NPolygon : 28 operations/point.

The computation cost comparison is recapitulated
here below:

� ~N Total
Spline 8 op./p. 12 op./p. 20 op./p.
Polygon 13 op./p. 28 op./p. 41 op./p.

P i−1

P i+1

P i

N
2

N
1

N

Figure 6: Normal vector approximation for Polygon-
based method

These calculus have to be computed at each interpo-
lated point of the contour. The simpler they are, the
faster the algorithm will be. Thanks to the C2 continu-
ity of B-Splines, less points are needed to interpolate
the active contour than with polygon curves. Cubic
B-Splines provide a highly regular contour. However,
the contour is composed by cubic B-Spline \segments".
Thus we controlthe curve parameters at a local scale.

4 CONCLUSION

In this paper, we proposed to use a new active contours
method using B-Splines interpolation to implement a
region-based active contours segmentation algorithm.
Our goal was to preserve the segmentation quality while
reducing computation cost compared to level set meth-
ods. Model deformations are controled by criterion (1),
including a curvature term, which is known to produce
good results results for video segmentation [3,13]. Qual-
ity of results is satisfying as illustrated in Fig.5. The
number of operations computed at each point is lower
than usual polygon methods thanks to B-Spline ana-
lytic expressions. The property of cubic B-Splines C2

continuity enforces contours regularity. The contour be-
ing assembled from individual segments, each property
such as regularity or precision can be controled at a local
scale, segment by segment.
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ABSTRACT 
A watermarking scheme is presented in which 

characteristics of both spatial and frequency techniques are 
combined to achieve robustness against image processing 
and geometric transformations. The proposed approach 
consists of three basic steps: estimation of the just 
noticeable image distortion, watermark embedding by 
adaptive spreading of the watermark signal in the frequency 
domain, and extraction of relevant information relating to 
the spatial distribution of pixels in the original image. The 
just noticeable image distortion is used to insert a pseudo-
random signal such that its amplitude is maintained below 
the distortion sensitivity of the pixel into which it is 
embedded. Embedding the watermark in the frequency 
domain guarantees robustness against compression 
performed in image processing attacks. In the spatial 
domain most salient image points are characterized using 
first order differential invariants. This information is used 
to detect geometrical attacks in a frequency-domain 
watermarked image and to re-synchronize the attacked 
image. The presented schema has been evaluated 
experimentally. The obtained results show that the 
technique is resilient to most common attacks including 
geometrical image transformations. 

 
1. INTRODUCTION 

Conventional analog media distribution systems have an 
inherent built-in defense against copying, alteration and 
fraud. Each time a new copy is issued the quality of the du-
plicated content is degraded accordingly. In contrast to that, 
digital multimedia documents are completely susceptible to 
exact replication and alteration. This, together with the 
rapid proliferation of digital documents, multimedia 
processing tools and the world-wide availability of internet 
access have created an ideal medium for piracy, copyright 
fraud and uncontrollable distribution of high quality but 
unregistered multimedia content. Since digital water-
marking can be seen as a solution to this problem, both the 
number of activities in this area and the recognition of the 
difficulties and challenges involved in this new technology 
has increased in the last few years [1-2].  

Usually digital watermarks are classified according to 
the embedding and retrieval domain, i.e. the luminance 

intensity in the spatial domain and the transform coefficient 
magnitude in the frequency domain. Frequency based 
techniques, are very robust against certain kinds of 
transformations, such as compression and filtering. Since 
the watermark is spread throughout the image data, rather 
than targeting individual pixels, any attempts at attack 
means that the most fundamental structural components of 
the data must be targeted. In this context many 
watermarking algorithms relying on Spread Spectrum have 
been proposed in the literature [3-4]. However, reliable 
detection of the frequency-based watermark is impeded 
when synchronization is lost as a result of geometric 
transformations. To deal with these attacks a spatial 
watermark is more appropriate as it targets specific 
locations in the image. Watermarking in the spatial domain 
is less resilient to common image processing operations, 
since the watermark becomes undetectable when the 
intensity information is modified. However, spatial 
techniques allow relevant information relating to the spatial 
distribution of pixels to be extracted. With this information, 
following geometric transformations such as rotation, the 
image can be resynchronized. The most common strategy 
for detecting a watermark after geometric distortion is to try 
to identify what the distortions are and then to invert them 
before applying the detector, e.g. by introducing a template 
[5-6]. This requires the insertion and the detection of two 
watermarks: one of which does not carry information but 
which helps to detect geometric transformations and a 
second one in which the hidden information is represented. 
This approach has two drawbacks: it further affects image 
fidelity and it increases the probability of false negatives. 
Additionally, in general this technique requires exhaustive 
searches thus resulting in a significant increase of 
workload. Since the watermarking strategy should be public 
it is rather easy to destroy the synchronization template. 

In this paper an imperceptible and robust watermarking 
scheme for still images is described. The proposed 
technique consists of three basic steps: 1) content based 
estimation of just noticeable distortion (JND) in the 
frequency domain; 2) adaptive spreading of a pseudo-
random watermark signal in the frequency domain; and 3) 
extracting relevant information relating to the spatial 
distribution of pixels in the original image in order to re-
synchronize an image distorted by a geometrical attack. In 



the first step the image is analyzed in both the frequency 
and the spatial domain in order to detect the distortion 
sensitivity of the image according to its content. Local 
information derived from texture, edge and luminance 
information is used to define a measure of JND. The JND is 
used adaptively according to the image content to maximize 
the amount of information (signal) that will be embedded as 
the watermark. To insert the watermark signal the middle 
DCT-frequency band of a block-wise transformed image is 
used. To maximize the capacity a pseudo-random signal 
with amplitude just below the image distortion sensitivity is 
created according to the JND mask. Thus, the watermark 
signal is spread over the whole host by keeping its am-
plitude below the noise sensitivity of each pixel.  

Information extracted from the spatial domain is used to 
resynchronize the image in the case of geometric attacks. 
This is implemented by applying primitive matching using 
point characterisation according to differential invariants 
[7]. These invariants have been defined in the literature for 
grey-level images. For colour images this characterisation 
can be improved if the three colour channels are used. In 
this case only first order invariants are necessary. Using the 
colour information achieves a more efficient character-
risation as only first order derivatives are used. In this work 
the Harris corner detector [8] is used to detect salient image 
points. First order Hilbert invariants [7] are selected to 
characterize the salient image primitives. To detect the 
transformations undergone by the attacked image a 
matching technique is used.  

The paper is organised as follows: In section 2 the 
method for extraction of the JND mask is described. 
Section 3 deals with watermark insertion and extraction in 
the DCT domain. Correction of geometric distortions using 
Hilbert invariants is described in section 4. The paper 
closes with a brief report on selected results of computer 
simulations in section 5.  
2. GENERATION OF THE JND-MASK 

The process of embedding a watermark in any image 
can be regarded in the same way as adding noise to the 
image. This process leads to an alteration of the host image. 
Obviously altering a large number of pixel values 
arbitrarily will result in noticeable image distortions. These 
distortions are proportional to the amplitude of the 
embedded signal. Consequently, an image can be distorted 
only to a certain limit without making the difference 
between the original and the altered one perceptible. This 
limit varies according to the image content and is called just 
noticeable distortion (JND). To estimate the JND mask 
three image characteristics are considered: texture, 
edgeness and smoothness. According to several studies 
about the human vision system, it is well-known that the 
distortion visibility in highly textured areas is very low. 
This means that these areas are the most suitable ones in 
which to hide the watermark signal. In contrast to that, edge 
information of an image is the most important factor for the 
human vision perception. Consequently, edges have the 
lowest just noticeable distortion values. Similarly, smooth 
image areas have a general bandpass characteristic. They 

influence human perception and consequently their JND 
values are also relatively low. The definition of a suitable 
JND mask depends essentially on the accurate extraction of 
image texture, edges and smooth areas.  

Texture information can be retrieved directly from the 
transformed domain by analyzing the DCT coefficients. 
Following the JPEG and MPEG2 encoding strategy, the 
image is first split into 8X8 blocks. Each block is 
transformed in the DCT domain and the resulting 64 
coefficients analyzed. It is well known that in highly 
textured regions or along edges the signal energy is 
concentrated in the high frequency coefficients while in 
uniform image areas the signal energy is concentrated in the 
low frequency components. Using the following formula 
for the energy in the AC coefficients a measure for texture 

TD  within each block is derived:  
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where ,iv  63,...,0=i  are the 64 DCT coefficients of the 
considered block. The obtained TD  values are scaled to the 
range [0, 64] and the resulting normalized values assigned 
to the corresponding blocks.  

Edges and smooth areas are extracted from the pixel 
domain. The main difficulty here consists of discriminating 
between relevant image edges and spurious edges due to 
noise and texture. To this aim the classic Gaussian scale-
space model is considered. Main edges are first identified 
regardless of their position at low scales. Then they are 
shifted to their correct position using decreasing variance 
values. The edges are detected using either the Canny 
operator or by extracting zero-crossings of the LOG 
operator. The length of each single edge is calculated by 
traversing it. Edges whose length does not exceed a 
threshold are considered texture edges and are removed. 
Using the binary image containing the final edge 
information, edgeness is calculated block-wise according to 
the formula:   

   
)max(

.64

E
E

E P
PD = ,                                (2) 

where EP  is the cardinality of the set of pixels within 
the block and at edge locations and )max( EP   is the 
maximum value of EP  over all the blocks in the image. 

Finally, the Moravec operator is used to extract uniform 
image regions. The same strategy introduced in [9] for the 
recognition of uniform regions is used. The uniformity UD  
in a block is defined as the number of pixels belonging to a 
uniform area within the block.  

Using the three values TD , ED  and UD  an initial 
estimate for the JND value over each block is calculated 

as: ( )UET DDDJ +−=
2
1~ . Since the human vision system 

is more sensitive to intensity changes in the mid-gray 



region and its sensitivity fail parabolically at the both ends 
of the gray scale a correction to J~  is introduced. The final 
JND values are obtained as:   

( )2~128~ IJJ −+= ,                           (3) 

where I~ is the average of the luminance values within the 
considered block. 
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Fig. 1: Watermarked Lena and response of the watermark detector 
after JPEG-compression using 50% quality factor. 

3.    WATERMARK EMBEDDING IN THE DCT    
       DOMAIN 

The method of watermark insertion is to modify 
selected DCT coefficients by embedding a sequence of 
pseudo-random numbers within them. This technique does 
not target individual pixels but rather, upon inverse 
transformation, the watermark will be dispersed over the 
entire image. The watermark itself consists of a sequence of 
real pseudo-random numbers mxxX ,...,1= , with 64≤m , 
satisfying the normal distribution )1,0(η . The array of 
DCT coefficients obtained from the transformation consists 
of a sequence of values 641,...,vvV = . The watermark 

mxxX ,...,1=  is inserted into m selected coefficients from 
the middle frequency bands. This yields an adjusted set of 
values 641,...,vvV ′′=′ . The inverse of the DCT is then 
performed to obtain the watermarked image I ′. To insert 
the watermark we use the formula 

iii xvJvvi ..α+=′                               (4) 

where α  is a scaling parameter and J is the distortion 
parameter defined by (3) and corresponding to the block 
concerned. If the watermarked image I ′ is transformed, by 
processing or attack, a new image *I  is generated. The 
presence of the watermark can be detected in the 
transformed image *I  by performing a correlation test. 

( )XV
N

R ⋅= *1                                    (5) 

where *V  is the vector containing those extracted DCT 
coefficients which have been modified and X  is the 
original watermark. Since this is a statistical test we must 
be aware of the possibility of obtaining detection errors. To 
decide whether the watermark is authentic we must 
determine some threshold T  and test whether the obtained 
correlation coefficient is greater than T . Setting the 
detection threshold is a decision based on the desire to 
minimise both false alarms and false rejections. 

4.   DETECTION OF GEOMETRIC ATTACKS  
Since most digital images are colour rather then grey-

level the entire colour information can be exploited using 
well-known grey-level image attributes independently for 
each colour plane. We are interested in attributes that are 
invariant with respect to as large a group of geometric 
transformations as possible, but specifically in orthogonal 
and affine transformations. The study of these invariants 
can be traced back to the 18th century in work undertaken 
by the renowned mathematician David Hilbert [8]. He 
showed that any invariant of finite order can be expressed 
as a polynomial function of a set of irreducible invariants. 
In a grey-level image these fundamental set can be defined 
as: ςςςηηηη IIIII ,,,, , with the unit vector 

η  given by 
I
I

∇
∇=η  and ης ⊥ . 

Given an original image I  the first step in generating a 
feature space with invariant attributes is to detect some key 
points that are robust to common image processing and 
geometrical transformations. We have chosen the Harris 
detector which uses only first order derivatives and is well 
known as one of the most stable and robust corner detectors 
in image processing. The Harris detector is defined as the 
positive local extreme of the following operator: 

)()( 2 MkTraceMDet − , where k=0.04  is a scalar and the 
matrix M is given by: 
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with )( yxyxyx BBGGRRc ⋅+⋅+⋅Γ= σ  and Γ the 
Gaussian convolution with a kernel of variance σ . 

As mentioned before the basic idea behind the strategy 
for defining an invariant feature space is to use first order 



Hilbert invariants. For each corner point the vector 
comprising the following eight differential primitives is 
calculated: 
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       (6) 

The vector (6) forms the space of feature invariants in 
the considered colour image. It is invariant with respect to 
rotation, translation and scaling which are the most 
common geometric transformations. It allows very robust 
characterisation with regard to noise, since only first order 
derivatives are involved. Additionally, the complexity of 
the method remains very low since only simple pixel 
differences should be calculated. The use of higher order 
derivatives involves heavier workload and would cause 
more instability. 

 
Fig. 2: Selected relevant corners for re-synchronization. 

5. EXPERIMENTAL RESULTS 
Several experiments have been conducted to test the 

performance of the proposed strategy. In this section some 
selected results are reported. The image at the top of Fig. 1 
shows the watermarked image Lena using the technique 
described in section 3. The image at the bottom shows the 
response of the watermark detector after JPEG compression 
using 50% quality factor. Tests against geometric attacks 
such as cropping, rotations, scaling, etc., have been carried 
out. In most cases good synchronization has been achieved. 
For cropping attacks the image must be padded to the 
original size before decoding. Thus frequency sampling is 
performed with the same step both by the encoder and the 
decoder. In this case cropping robustness is obtained from 
the invariance of the magnitude spectrum to spatial shifting. 
In all cases the parameters describing the performed 
geometrical attack have been detected using the technique 
described in section 4. Fig. 2 shows the detected corners in 
the watermarked image. In this representation corners are 
highlighted as small black spots. Matching between image 

primitives using the Hilbert invariant features described in 
section 4 reveal the parameters encoding the geometric 
transformations undergone by the attacked image. These 
parameters have been used to re-synchronize the 
transformed image and to detect the watermark in the DCT 
domain. Fig. 3 shows the response of the watermark 
detector for a rotated image. In this case the image shown 
in Fig. 1 has been rotated 10 degrees to the left. Using the 
technique described in section 4 the rotation angle has been 
estimated and the attacked image rotated back. The 
watermark detector has been applied to the re-synchronized 
image. 
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Fig. 3: Response of the watermark detector after re-
synchronization. 
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Abstract 
 

The aim of the EU-Supported Framework V project TORRENT is to build a 
test-bed for multi-service residential networks.  This test-bed will allow the 
project to demonstrate the benefit of intelligent control, both for the customer 
and for the network operators and service providers.  This intelligence will 
enable a home user's QoS expectations for particular range and combination 
of services, to be met, in a transparent way, by the ability to choose the most 
appropriate core transport network and physical access interfaces. 

 

Introduction 
 
Connection-oriented and connectionless networks have evolved separately, since each 
has characteristics making it more suitable for particular types of services.  Connection-
oriented networks have typically been better suited to services characterised by long 
holding times, few (e.g. two) parties in the call, low congestion tolerance, and often, high 
QoS needs and large data content.  Connectionless networks, on the other hand, are 
associated with services of a multi-cast or broadcast nature, and services that are 
characterised by high tolerance to congestion, non-critical QoS needs and low data 
content. 
 
Equipment manufacturers supporting these two different kinds of networks are 
continuously improving their respective technologies with the aim of demonstrating that 
their type of network technology is the ideal candidate for a future single, multi-service, 
integrated broadband network. However, it is by no means certain that a single integrated 
broadband communications network is necessarily the ideal solution for all types of 
services. 
 
There is thus a need for a system that can exploit the use of a shared physical access 
network for a range of different service and traffic types, whether they are more suitably 
supported by connection-less or connection-oriented transfer modes.  An important 
additional need, is to optimise the bandwidth utilisation in existing access and core 
networks, while at the same time meeting, in an optimal manner, a user's requirements.  
These requirements include QoS, comprising the parameters for cell loss and delay 
statistics, and also issues such as security, cost, and availability. 



 

 

Architectural Considerations 
 
The architectural framework will consist of service-to-resource mapping (SRM) 
functionality, hosted in a user's residential gateway and one or more local access points, 
each of which in turn, communicates with a number of network operators and service 
providers.  As figure 1 shows, a key feature of the SRM system will be the use of 
intelligent agent technology. 
 

set-top box

multi-service
access network

policy manager
trader agent

policy manager
customer agent

policy manager
trader agent

agent
communi-
cation
language
(ACL)

local
access point

(LAP)

LAP

policy manager
QoS monitor agent

policy manager
resource agents

integrated home
environment

service provider or
network operator

service provider or
network operator

ACL

ACL

 
Figure 1: Overview of the Multi-Service Test-bed 

The Home Network 
 
Work in this area recognises that a major growth area will be the networking of, and 
inter-working between residential equipment such as telephones, PCs, televisions, 
consumer equipment for heating, lighting and security as well as equipment associated 
with the supply of heat, light and power. 
 
A common protocol set will be developed to cover the areas of the customer access point, 
the customer terminal (set-top-box) and the home distribution system itself.  Such a 
common protocol set will allow manufacturers of domestic equipment to install 
appropriate hardware and software interfaces to their products.  Such interfaces will 
enable these products to be interconnected and controlled in a way that minimises the 
number of interfaces required. 
   



 

 

The local loop provides the interconnection between domestic users and the local access 
points.  A wide variety of local-loop technologies, based on copper, coax, fibre and radio, 
are likely to coexist for some time.  Copper-based ADSL is presently a strong contender 
for the support of multi-media services in the local loop.  However, whichever 
technology is used, provision must be made for a baseline telephone service for 
emergency situations, should a power failure occur. 
 
The home network itself may be built on technologies based on Ethernet, mains power 
lines or radio (e.g. HIPERLAN or Bluetooth). 
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Figure 2: The Home Network 

Local Access Point 
 
The Local Access Point (LAP) can be regarded as a high-technology local exchange.  It 
will provide customer negotiation facilities and also host accounting and security 
functionality.  It will be able to handle authorisation of accesses to the customer for tasks 
such as metering, security monitoring and activation of residential equipment and 
devices.  The LAP will also have facilities for Edge-of-Network-Processing (EoNP) to 
support consumer applications such as Video-on-Demand.   
 
The LAP will have interfaces for a number of local-loop technologies and will connect to 
many local residential customers.  These in turn, may each be connected to more than one 
LAP.  On the core network side, the LAP will enable access to service providers and core 
networks, be they based on IP, ATM, SDH, ISDN or even POTS. 
 
Each LAP will be made up from computer-controlled switching fabrics.  The computers 
will host the most important parts of the service-to-resource-mapping system. 
 

 



 

 

Service to Resource Management 
 
The main application of the TORRENT test-bed is the implementation of a number of 
different architectures to support serve-to-resource management.  Functionality will 
include the service negotiation, configuration and creation, control and re-negotiation.  
Re-negotiation may be in real-time.  Typical multi-media services could be multi-media 
conferences or access to multi-media databases.  The latter can comprise a number of 
phases, including browsing, download or replay in real time.  Each phase will have its 
associated QoS, accounting and security requirements.  
 
TORRENT will use agent technology for the SRM system.  Agent technology reduces 
the need for centralised control and scales well with the size and capabilities of a 
communications network.  It has been successfully applied in a number of 
communication projects dealing with the control of, and service provision in, ATM and 
mobile networks [1].  A software agent is a software entity that can act in an autonomous 
manner, can learn (be reactive) and be proactive.  It can also interact with other agents, 
software systems and humans. 
 
Customer agents will represent the interests of individual customers.  Trader Agents will 
represent the service offerings of network operators and service providers.   Agents will 
also represent accounting functionality as well as security and authentication processes.  
Importantly, agents will be able to negotiate on behalf of customers and service 
providers. 
 
The design of the agent architecture will take cognisance of the IETF architecture [2].  
This specifies three horizontal planes, namely the Policy Management, Control and User 
planes.  The Policy Management plane involves Service Level Agreements, Policy Data 
Repositories relating customers to their preferred service options, as well as Policy 
Repository Server Agents, Customer, Monitor, Trader and Policy Consumer Agents.  
These will rely on control plane protocols to access User Plane Resources.   
 
The extended markup language (XML) [3] is a candidate for inter-agent communication.  
XML allows information to be stored in structured files and ported across different 
platforms.  It covers both the vocabulary and the syntax of communicated messages. 
 
A FIPA-compliant [4] agent platform will host the SRM software.  Such a platform 
facilitates the creation and deletion of agents, provides agent communication channels 
and also makes available a directory facilitator system for finding agents. 

Field Trials 
 
The field trials will establish scenarios involving distributed intelligent agent-based 
management and control procedures, in the application, home network, residential 
gateway, local access point and the core network.  The objective will be to show that 
application traffic will be routed over the most appropriate access network (when a 



 

 

choice is available) and the most appropriate core network to suit the instantaneous QoS 
requirement (mainly delay and loss statistics) vs. cost.  
 
Scenario options include access technologies based on copper pairs and cable TV, power-
line connectivity, local radio loop and optical fibre. xDSL and IP-over-ATM will feature 
in this range of options.  Trials will not just be laboratory-based, but also envisage trans-
European connectivity. 
 
Field Trials will show that the TORRENT test bed can provide answers to the following 
performance issues, when new services or home access facilities are planned or 
introduced.  Performance from the Viewpoint of the User or Customer includes issues 
such as ease of use, robustness, flexibility, efficiency, transparency, security, negotiation 
speed, set-up and release time, QoS (loss and delay statistics), cost effectiveness and ease 
of monitoring for charging and accounting.  Performance from the Viewpoint of the 
network and service providers is concerned with the ability and effectiveness of the 
access and core technologies to support required combination of services and service 
components.  These issues include ease of monitoring for performance, charging and 
accounting, and use of resources in the context of bandwidths, database needs negotiation 
and computation. 

Conclusions 
TORRENT will demonstrate the advantages for the customer of intelligent control over 
the choice of network operator and provider, and, parameters such as QoS, cost and 
security.  This is relevant for the provision to the customer of multi-media services.  The 
results of the project will have a strong impact on telecommunications standardisation. 
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ABSTRACT

We present a system for finding and tracking a face and
extract global and local animation parameters from a video
sequence. The system uses an initial colour processing step
for finding a rough estimate of the position, size, and in-
plane rotation of the face, followed by a refinement step
driven by an Active Model. The latter step refines the pre-
vious estimate, and also extracts local animation parame-
ters. The system is able to track the face and some facial
features in near real-time, and can compress the result to a
bitstream compliant to MPEG-4 Face & Body Animation.

1.  INTRODUCTION

The goal of this work is to extract parameters describing
the adaptation of a face model to the frames of a video
sequence. Since the target applications are video-phones
and man-machine interaction, we assume a “video phone-
like” input, that is, we assume that there is a face in the
image, looking approximately into the camera. We use the
face model CANDIDE-3 [1], and the adaptation parameters
are global (rotation, translation, scale) as well as local
(Action Units [1][2] controlling the mouth and the eye-
brows).

Initially, a colour based algorithm (described in Section
2), assuming that skin colour is recognizable, is used to give
a rough estimate of the size and position of the face. Those
parameters are then refined by an Active Model (described
in Section 3). The two algorithms are presented in the subse-
quent sections, followed by the results, and a description of
our ongoing work.

2.  THE INITIAL STEP: THE COLOUR
BASED ALGORITHM

To quickly find the approximate location of the face in the
input image, the pixels are traversed and each given a like-
lihood value of been a skin colour pixel. This likelihood
value is based on à priori collected statistics, to which a
mixture of Gaussian distributions has been adapted using
the Expectation-Maximization (EM) algorithm. The result-
ing image of likelihood values is blurred and then thresh-

olded, and of the remaining objects in the image, the
largest one is selected as the most probable face candidate.
The position, size, and orientation of this “blob” is used as
the initial estimate handed over to the refinement step.
Examples of resulting estimates are shown in Figure 1.

This kind of algorithm has been chosen because it is fast
and simple. The obvious drawback is that it need re-calibra-
tion for each camera.

3.  THE ACTIVE MODEL

Our Active Model is a simplification of the Active Appear-
ance Models invented by Cootes et al. [4][4], and we will
here describe the model and how it is parameterized.

First, the CANDIDE model has been adapted to a set of
images using 12 parameters: 3D-rotation, 2D-translation,
scale, and 6 Action Units controlling the lips and eyebrows.
We collect those parameters in a 12-D vector p, which thus
parameterizes the geometry of the model.

The image under the wireframe model has, for each image
in the training set, been mapped to the model, and the model
has then been normalized to a standard shape, size, and posi-
tion, in order to collect a geometrically normalized set of
textures. On this set of textures, a PCA has been performed
and the eigentextures (geometrically normalized eigenfaces
[5]) have been computed.

We can now describe the complete appearance of the
model by the geometry parameters p and an N-dimensional
texture parameter vector, where N is the number of eigen-
textures we want to use for synthesizing the model texture.
Given an input image and a p, the texture parameters are
given by projecting the normalized input image on the
eigentextures, and thus, p is the only necessary parameters
in our case.

We can compare this to the parameterization used by the
Appearance Models. For the Appearance Models, a PCA is
performed to find the suitable subspace of appearance
modes combining deformation modes and texture modes
(eigentextures). In our application, we only parameterize the
model in terms of deformation (including global motion)
since we know in advance what kind of parameters we are
interested in extracting. If we want to extract Action Units



(the parameters typically used for CANDIDE) we simply
parameterize and train our model on those parameters (or
deformations spanning the same subspace).

3.1. Active Model Training

It is possible to compute, for each set of parameters con-
trolling the wireframe model, a match between an input
image under the wireframe model and the reconstructed
image using those eigentextures. We could then try all pos-
sible values of the model parameters, and regard the best
ones as the optimal adaptation of the model to the input
image. This would however be too time consuming for
most applications.

One solution is to use the Active Appearance algorithm
[3] used for adapting Appearance Models to images. As
mentioned above, our model is not an Appearance Model,
but even so we can use the principle of the Active Appear-
ance algorithm.

The training procedure is as follows: For each of the train-
ing images, we change, one by one, the model parameters
slightly and map the image to the model. We then try to
reconstruct the new texture with our eigentextures, and com-
pute the residual r between the reconstructed texture x and
the mapped texture j. We choose  as the error
measure, and try to optimize it over the model parameter
vector p. The procedure is illustrated in Figure 2. Analysis
of the residual image will give us information on how to
update the parameter vector, as explained below.

If we Taylor-expand r around  we get

, (1)

where

(2)

We approximate r(p) with the first terms and regard it as a
linear function.

Given an initially suggested p, we want to minimize

(3)

of which the least square solution is

. (4)

From a set of training data (models adapted to images) we
can estimate R, and from the estimated R compute the
update matrix U.

3.2. Active Model Search

Assuming a rough estimate of the model parameters (in
this case given by the colour based algorithm), we can
reconstruct the texture using the eigentextures, compute
the residual image r(p) and use the à priori computed
update matrix U to find out how we should change the
parameter vector p to get a better model adaptation. That
is, we update according to

(5)

and compute the new error measure

. (6)

If this is not an improvement, we try smaller update steps
(0.5, 0.25). If there is still no improvement, we declare
convergence. If the maximum absolute value of 
is smaller than a certain threshold (that should be smaller
than an easily perceptible change in the model geometry),
we declare convergence without computing the new error
measure.
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Figure 1.  Examples of the colour-based algorithm giving a rough initial estimate of the location, size, and in-plane rotation of
the face.
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For the following frame, the initial estimate is given by
the refined estimate in the previous frame, and the colour
based algorithm is thus used for the first frame only.

4.  IMPLEMENTATION

We have implemented a C++ library with routines for han-
dling face models and training them as to be Active Mod-
els. The shape of the (normalized) eigentextures is
determined by the standard shape of the CANDIDE model
(with the upper part of the head removed) scaled so that
the size is 40x42 pixels (see Figure 2 c-d). The eigentex-
tures have been computed in RGB as well as in grayscale
for comparison, as have the update matrix U.

The implementation uses OpenGL for the texture map-
ping in the Active Model Search, utilizing the fact that mod-
ern graphics cards have specialized hardware for such tasks.
The geometrical normalization of the input image (see Fig-
ure 2 c) is thus performed in a very short time (less than
2 ms), and the speed of the algorithm is dependent more on
the graphics card than of the CPU.

4.1. MPEG-4 encoding

The animation of the face model can be encoded using the
MPEG-4 standard for face animation. Since the vertices of
the CANDIDE-3 model corresponds quite well to the facial
feature points defined in MPEG-4, the coding is easily
done.

The Facial Animation Parameters (FAPs) used to repre-
sent movements of the facial feature points in MPEG-4 are
measured in face dependent scales, using different FAP

Units (FAPUs). The FAPs are also measured relative to the
neutral face, and thus a neutral face model is kept in mem-
ory. Using this neutral face model, the FAPUs and the FAPs
are computed, and then compressed using the MPEG-4 ref-
erence software. The entire process takes only a few milli-
seconds and does not influence the real-time performance.
The output is an MPEG-4 Face & Body Animation (FBA)
compliant bitstream, that can be played in an FBA player,
for example FAE [6]. The bitstream can be stored on a file
or streamed over the network.

5.  RESULTS

The experiments presented here are performed on a PC
with a 500 MHz Intel Pentium III processor and an ASUS
V3800 graphics card with video input. The colour based

(a) (b) (c) (d)

Figure 2.  The model matching and texture approximation process. A good and a bad (top and bottom row respectively) model
adaptation is shown (a); The image mapped onto the model (b); The model is reshaped to the standard shape, producing the
image j (c); The normalized texture is approximated by the eigentextures, producing the image x (d); The residual image r is
computed (e). The images j and x are more similar the better the model adaptation is. Analysis of the image r tells us how to
improve the model adaptation, that is, how to minimize the difference between j and x.

(e)

i j x r



algorithm runs on approximately 0.1 seconds, and the
Active Model search needs about 15 ms per iteration. Typ-
ically, less than 10 iterations are needed each frame, and
fewer iterations are needed the closer the initial estimate is
to the optimum. Thus, if a video sequence is recorded at a
high framerate (with small motion between each frame),
the tracking will also run on a higher speed. Visual results
are shown in Figure 3.

Using grayscale eigentextures and update data, it turned
out that the computation in the graphics card (which inter-
nally uses RGB) became almost 20% slower. However, the
computations performed in the CPU became (as expected)
about 3 times faster, and then only 20% of the total comput-
ing time is due to the CPU (the rest being computations in
the graphics card).

Testing on a video sequence of a few hundred frames gave
results according to Table 1 below. It is clear that the gray-
scale computations are preferable, since the visual results
are equivalent.

6.  CURRENT WORK AND FUTURE 
IMPROVEMENTS

There are several ways this system can be improved, and
they are currently under investigation. Four things to be
considered are mentioned here:

First, the colour based algorithm is not robust enough, and
it should be complemented with some more simple & fast
technique. For example, we could require that an area could
be regarded as a face only if there is with some difference
(due to motion) between the first and second frame.

Second, U is a somewhat sparse matrix. By utilizing this
fact, the computation time could be improved.

Third, as all tracking systems, this system can lose track,
and therefore, some kind of re-initialization scheme is
needed. On possible procedure is that when the Active
Model does not converge to a small error measure, the col-
our-based algorithm is invoked, handing a new initial esti-
mate to the Active Model.

Fourth, our currently used set of Action Units is not com-
plete. For example, we do not analyse the motion of the eye-
lids at all, and the shape of the head is assumed to be known
à priori.

7.  CONCLUSION

We have presented a system that tracks a face and facial
features in a video sequence. The resulting animation data
is encoded using MPEG-4 Face Animation. The system
works in near real-time, and the experimental results are
promising. With some further development and optimiza-
tion, a real-time 3D face and facial feature tracker should
be possible to implement on consumer hardware.
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Table 1: Timing results (average over 341 frames)

Measurement RGB Grayscale

Iterations per frame 6.9 6.8

Total time per frame (ms) 94.1 69.1

Time for computing ∆p (ms) 7.2 5.05



Figure 3.  The CANDIDE-3 model adapted to four frames of a video sequence.
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ABSTRACT

Natural languages such as English, French, Ger-
man, sign language (for example ASL) or Chinese are
inextricably linked with images. Humans articulate
complicated sentences based on images that they con-
ceptualize. We have previously proposed an imagis-
tic model of language. Our interest here is to apply
current image processing techniques, speci�cally sim-
ilarity measures, to natural language images. Rough
sets and rough mereology provide the theoretical ba-
sis for our proposal. This application is of interest for
a computational implementation of imagistic rather
than symbolic processing.

1 INTRODUCTION

Problem statement is provided in Section 2 along with
an example to illustrate the concept of a natural lan-
guage (NL) image. Existing solutions and their crit-
icisms are provided in Section 3. In Section 4 we
demonstrate how similarity measures and quality in-
formation can be used to process NL images. In par-
ticular, rough sets and rough mereology are applied
to the problem of natural language images. Poten-
tial advantages of image processing of NL images are
discussed in Section 4. Conclusions are presented in
Section 5.

2 OUR PROBLEM

Our objective is to �nd a way to describe appropriate
image query/target image pairings. This is achieved
by providing the computer with many examples of
good pairings. The computer recognizes a pattern
and writes a speci�cation for what a good query to
target pairing would be.

Table 1 provides a list of descriptors for images.
We wish to develop rules based on image descriptors

Graphics IMG1 IMG2 IMG3
Centriod acentric centric acentric
Curvature straight curved straight
Shape round curved at
Size small medium large
Sound poetic factual factual

Cohesion disjoint cursive disjoint
Structure l-r t-d l-m-r
Acceptable? yes no yes

Table 1: Criteria for Describing Images

that will help to predict whether or not an image pair-
ing is appropriate. Those predictive rules are induced
from the example images IMG1, IMG2 and IMG3 de-
scribed in the information table.

De�nitions from [9] for image properties are
as follows: 1) Centriod: geometric appearance of
a character computed from its pixel patterns. 2)
Curvature: whether the image consists mostly of
straight lines or curved lines, detected from the dis-
tributions of pixel patterns. 3) Shape: possible val-
ues fround; square; flatg. 4) Size: possible values
fsmall;medium; largeg referring to, for example,the
number of strokes comprising a Chinese character. 5)
Sound: possible values fpoetic; factualg expressing
something of the meaning of the image. 6) Cohesion:
possible values fdisjoint; cursiveg indicates the ex-
tremes between parts of images weakly joined or
strongly joined (e.g., by lines). 7) Structure: pos-
sible values fleft� right; top�down; left�middle�
right; inseparableg applicable to Chinese characters
which have these four kinds of structure abbreviated
l-r, t-d, l-m-r, in, respectively.

In this paper, we will illustrate how uncertainty
reasoning techniques can be used to automatically de-
velop rules for querying based on images.



3 EXISTING SOLUTIONS

We are not aware of previous work in which image
processing technigues are applied to imagistic repre-
sentations of language. Mans�eld [13] and Kohanim
& Johnson [10, 1] research the subject of imagistic
representation of language. These works are reviewed
here and a common terminological framework is de-
veloped to facilitate our discussion.

The �rst chapter of Mans�eld [13] details the as-
sociation of various stages of language with di�erent
degrees of being internal or external, including a good
de�nition of what de�nes that boundary. Any part
of language which is pre-sensory relative to agent L,
or post-articulatory relative to agent S, is \external,"
and everything else is \internal." The reason that a
distinction was made between perception, cognition,
and articulation was precisely to distinguish among

internal states, for a wide variety of reasons including
the need for well-de�ned terms when talking about
how humans make a kinaesthetic appeal to their expe-
rience with language during perception. In any case,
the only part of language which is external is the sig-
nal itself. Therefore, both images and concepts are
internal representations of such signals.

The trick is to consider a symbol as bipolar: A
symbol is the association of a concept/image with a
conventionalized articulatory form. Some such forms
are highly iconic, such as the word \woof", and some
of them are highly arbitrary, such as the form \tree."
Notice that even a concept which is conventionally
held to be quite concrete, like \tree", can still have
a wholly arbitrary form { there is no necessary re-
lation between concreteness/abstractness and iconic-
ity/arbitrariness. Having said that, the term \image"
tends to be used as if images represented conceptual
structures which were more concrete, and that the
term \concept" tends to be used not only as if it were
a more generic term, but also to cover more abstract
and more complex conceptual structures. More gen-
erally, semantic structures are those conceptual struc-
tures that are evoked by linguistic expressions. Hu-
mans appeal to all sorts of conceptual structures, but
only the ones evoked by linguistic signals are consid-
ered semantic. When a word is perceived as only so
much noise, such as when it is uttered in a foreign
language, then it is not linguistic. It might still be
communicative, but not linguistic, hence not seman-
tic. These matters are covered at length in Mans�eld
[13].

Quoting Kohanim & Johnson [10], entities,
states, context, and images are used to build a state-
grammar and image-reasoning framework within
which both natural language syntax and semantics
emerge as products of an agent's interaction with its
external and internal worlds. A Concept corresponds

to the intension (Note: \intension" implies \sense",
which is internal) of a set and an Image to the exten-
sion (Note: \extension" implies \reference", which is
external). The extension changes with time and hence
there are di�erent Image instances for a given Con-
cept at di�erent instances in time.

Johnson & Kohanim [1] have depicted language
to be a sub-domain of the external world termed the
World of Manifests. All the entities in the external
world are included in the sub-domain of real world
primitives `RWPs'. An agent is an RWP. Since we
live in a time/space continuum, the RWPs and Mani-
fests may have di�erent characteristics in time/space
continuum. In this respect, the mapping between
RWPs and Manifests is a relationship (not a func-
tion) de�ned in a time/space continuum. A Mani-
fest could reference many RWPs (and their informa-
tion/attributes/events/states). For example, `class'
could be a course or a social class. An RWP can ref-
erence many Manifests. Since manifests are part of
the external world, they could reference other man-
ifests as if they were an RWP that was referencing
a Manifest or vice versa. It is the nature of this re-
lationship that causes natural language ambiguities
(there is no one-to-one mapping between RWPs and
Manifests).

Agents utilize their sensory devices to interact
with their surroundings. They utilize the same sen-
sory devices (+ motor capabilities) speci�cally sight,
sound, and touch to interact with a language con-
struct. Each sensory device produces a di�erent type
of image for the same Manifest. Images are non-
discrete entities with basic information about the ex-
ternal entity that is being referenced. A categoriza-
tion of modalities is assumed in [11, 10, 1]. In con-
trast, Table 2 crosses modality with discourse com-
ponent which we think is a superior classi�cation to
that which has appeared before.

Discourse Component

Modality Transmission Sensation
Sound : Speaking Hearing
Light : Signing Seeing
Touch : Braille Feeling

Table 2: Modality vs. Discourse Component

Ancillary modes could be added where speaking
can also appeal to light, and signing can also appeal
to sound or touch.

The intent in Mans�eld [13] is in part to show
that the course of the development from sensation
to language (through communication) involves an in-
crease in the ability to handle images of a more ab-



stract nature, where classi�cation and structuring of
these images is part of that abstraction. Those more
sophisticated images still have an iconic base, and any
process of abstraction away from that base is still go-
ing to be motivated, rather than arbitrary. In other
words, we should never have a conceptual structure
that is just a red ball, for example, tied to concepts of
a blue square. In fact, in work by the team of George
Lako� and Mark Johnson (studies of metaphor) they
try to spell out the ways in which this structuring is
motivated. Work by Langacker shows motivated cog-
nitive `operations' on these images, and the reader is
referred there for a discussion of what image reasoning
might consist of. In [13], the evolution of two primi-
tive functions from sensation to language is posited.

Given a sample query image and a set of tar-
get images, to avoid translation of images to text, we
propose an application of existing image analysis tech-
niques to get the query image to match up with the
correct target.

In contrast, CItm (from International Neural Ma-
chines) submits images to data mining techniques in
lieu of a text structure (similar to the way in which
INM already mines medical images). However, for
the older CMtm and the newer CItm technologies the
structure of images cannot be described without com-
promising the patent submission.

4 SUGGESTED SOLUTION

The training set should be large to ensure the gen-
eration of rules that are representative of the image
space. At a cost of describing, by means of image at-
tributes, a large number of images for the training set,
we are able to provide the mapping of query images
to targets in a set of rules applicable to new (query
image, target image) pairs (i.e., pairs that do not ini-
tially appear in the training set). This is an advantage
because rather than requiring all images in the space
to be translated to text, only a representative sample
must be described in terms of their properties.

4.1 Rough Sets

The notion of a rough set was introduced by Zdzislaw
Pawlak [14] to deal with incomplete and inconsistent
domains. A variety of applications of rough sets have
been undertaken including software speci�cation [6],
deadlock detection in Petri Nets [7], database query
[3, 2], education in the www [12], scheduling [5] and
natural language processing [9, 11, 10, 1]. Some de�-
nitions of basic concepts follow:

An indiscernibility class with respect to set of
attributes A is de�ned [15] as a set of examples all of
whose values for attributes a 2 A agree. For example,
the indiscernibility classes with respect to attributes

A = fCentroid; Curvatureg of Table 1 are fIMG2g
and fIMG1; IMG3g.

Not all of the attributes are necessary for pre-
diction. If a set of attributes and its superset de�ne
the same indiscernibility classes, then any attribute
that belongs to the superset but not the subset is re-
dundant. An information table with no redundant
attributes is said to be minimal.

Let X be a concept (considered as a subset of the
entities in the domain) that we wish to approximate.
A rough set approximates X by a pair of sets X and
X which give lower and upper approximations to X .

4.2 Quality

We wish to predict characteristics of good image pair-
ings based on the example images represented by the
minimal information table. One such rule is `if the
image is acentric and the curvature is straight and
the cohesion is disjoint then the image is acceptable'.

A possible measure of the strength of a rule is,
for example [15]:

# of positive examples covered by the rule

# of positive and negative examples covered by the rule

By this de�nition the rule (Centriod, acentric)
and (Curvature, straight) �! (acceptable, yes) has
a strength (or probability) of 2

3
. In general, when

there is a choice of applicable rules which di�er in their
probabilities we choose to apply the higher probability
rule.

Rough set theory helps us to formulate decision
rules when the information table is inconsistent. At
the moment, every minimal table that can be obtained
from Table 1 is consistent. However, consider the ad-
dition of an image to the table with values for the at-
tributes respectively acentric, straight,*,*,*,*,* where
`*' stands for a wild card. Assume that the decision
attribute for this new entry is `no'. This table is in-
consistent because the following rule induced from the
table is inconsistent: `if the image is acentric and the
curvature is straight then the system is both accept-
able and unacceptable'.

4.3 Similarity

This exposition parallels a previous presentation in
which rough mereology (RM) is explored for its ap-
plications to software speci�cation [6]. Here we are
interested in RM application to image query process-
ing. Similarity measures based on a set of examples
is a superior approach for image query processing be-
cause translation of the image to text is not required.
Rules are automatically generated based on examples
of what are considered satisfactory relationships be-
tween image queries and target images.



Rough mereology is the theory of the \part of to a
degree" relation developed by Polkowski and Skowron
[16]. Their rough inclusion function �(x; y) is read the
degree to which x is a part of y.

For simplicity, let us measure similarity between
images by the proportion of attribute values that the
images have in common. See also similarity measures
provided in [4, 8]. We now illustrate computation
of �(x; y) from Table 1. Assume a minimal table
with only the attributes Centriod, Curvature and
Cohesion.

System IMG1 IMG2 IMG3
IMG1 1 0 .5
IMG2 0 1 .17
IMG3 .5 .17 1

Table 3: Rough Inclusion for Table 1

Table 3 gives " values regarding the systems de-
scribed in Table 1. A system shares all attribute val-
ues in common with itself (hence, 1's along the di-
agonal of Table 3). IMG1 shares no attribute values
in common with IMG2 and 50% of attribute values
in common with IMG3. The proportion of attribute
values that IMG2 and IMG3 have in common is 1

6
.

Cost IMG1 IMG2 IMG3
Compression low moderate high

Storage low high high
Transmission high low low
Replication high high low

Fragmentation little great great
Acceptable? yes yes no

Table 4: Similarity Criteria Dictated by Cost

Table 4 shows cost criteria which may show useful
for gauging the similarity between images, speci�cally
the cost to compress, store, transmit, replicate and
fragment images.

Tradeo�s within the table are evident. For exam-
ple, cost of compressing images reduces storage, trans-
mission and replication costs suggesting that not all
of the attributes are required to classify images (some
are redundant and could be eliminated).

Interest in images from yet another perspective is
illustrated by Table 6 which shows image processing
and analysis operations. This choice of operations and
their de�nitions have been adapted from the opera-
tions supported by image capture and processing soft-
ware IMAGE SAVANT Version 1.0 for Windows NT
(http://ioindustries.com). 40 standard operations are

System IMG1 IMG2 IMG3
IMG1 1 0 0
IMG2 0 1 .4
IMG3 0 .4 1

Table 5: Rough Inclusion for Table 4

supported classi�ed as user interface features, bitwise
arithmetic (and, or, xor, . . . ), graphics, arithmetic
(di�erence, add, average, max, min, multipy), anal-
ysis & measurement, image transformation and geo-
metric (mirror, rotate, point-to-point measures . . . ).

Only a few of the operations have been selected
for illustration, speci�cally those classi�ed as geomet-
ric and within that class those classi�ed as point-
to-point. De�nitions for point-to-point image oper-
ations from IMAGE SAVANT web site follow: 1)
coordination extraction: extract the image coordi-
nates of point locations using a cursor in the im-
age 2) line segment length: measure the line seg-
ment lengths between pairs of point locations 3)
path length: calculate the total of all segment lengths
measured between points in a series of points 4)
segment angle: measure the angle between a line seg-
ment and a horizonal plane 5) polygon area: calcu-
late the area within a polygon described by a series
of three of more points 6) pixel value extraction: ex-
tract the pixel values at point locations within an im-
age 7) plotting operations: generate scatter and line
plots from a set of points 8) pixel copy: copy pixels
from a region of interest to another location within
the same image bu�er or a di�erent image bu�er.

Operations IMG1 IMG2 IMG3
Coord Extr easy diÆcult diÆcult
Line Seg Len easy moderate diÆcult
Path Len easy easy diÆcult
Seg Angle easy easy diÆcult
Polygon easy diÆcult diÆcult

Pixel Extr easy moderate diÆcult
P lotting easy moderate diÆcult
Pixel Cp easy moderate diÆcult

Acceptable? yes yes no

Table 6: Operations Supported on Images

Abbreviating graphics, operations and cost, re-
spectively, G, O, and C let us allocate our problem to
a 2-level agent hierarchy in the following way: Sub-
agents G and O provide rules for specifying graphics
and operations criteria, respectively. The top level
agent C provides information about the cost of im-



System IMG1 IMG2 IMG3
IMG1 1 .25 0
IMG2 .25 1 .25
IMG3 0 .25 1

Table 7: Rough Inclusion for Table 6

ages. The information tables for agents G, O and C

are, respectively, Tables 1, 6 and 4 whose rough in-
clusion functions are provided in Tables 3, 7 and 5,
respectively.

We wish to learn a function F that provides a
description of the cost of an image object from com-
ponents of the image expressed in terms of topo-
logical (graphical) properties and operations sup-
ported. Let Gi, Oi and Ci, respectively, denote the
graphics, operations and costs for a particular im-
age i. Consider function F("G; "O) �! "C . From
the rough mereology, if C1 = �(G1; O1) and C2 =
�(G2; O2) then �G(G1; G2) = "G, �O(O1; O2) = "O
and �C(C1; C2) = "C where Ci = �(Gi; Oi) means
the cost of image i derives from its graphical and op-
erational properties. A standard algorithm RS1 for
generating rules according to the rough sets paradigm
implemented in Java [18, 17] permits the learning of
function F .

4.4 Natural Language Images

A framework for language processing based on im-
ages rather than symbols is proposed. We have a
stimulus generator in the environment (which is what
would normally be termed the `referent', but which we
leave unlabeled), and we have the internal collection
of sensations/perceptions which the generated stim-
ulus evokes. This collection is what we are calling
an Image, or internal analog to the referent. Fur-
thermore, we are portraying cognition as the mental
manipulation of these images, rather than any more
abstract symbols.

We have been talking about words being sym-
bols, and symbols being relations between forms and
meanings. While this notices the connection between
the thought [DOG] and the encoded signal "dog", it
misses the fact that there is an internal representa-
tion of the encoded signal. The kinaesthetic appeal
to a person's own experience with generating that sig-
nal is explained in [13], but it must be stressed that
the entity to which this appeal is made is the in-
ternal representation of the conventional form of that
signal. There will naturally be variance in this repre-
sentation from person to person, but we are able to
communicate only because overlap exists.

4.5 The Image Lexicon

Consider a passive agent that does not know any
words and has no capacity to memorize them (More
on memorization later). This agent, for each object
(real world primitive RWP) that it needs to refer-
ence, has to open up a dictionary (lexicon) and search
through a set of tuples of the form:

< picture of the referenced object >=
f< picture of word1 >; : : : ; < picture of wordn >g

Let us call this Form#1. Since words have dif-
ferent (but not mutually exclusive) representations in
an external world, the agent has to open up another
dictionary depending on the desired modulation, con-
forming to the following tuples:

< picture of word >=< type of modulation >

< instructions on how to modulate depending on

agent0s internal structure for motor movements >

Let us call this Form#2. Each agent could have
a di�erent set of instructions that would produce the
same word in a desired modulation (with some pho-
netic variations). For instance the instructions given
to a Franklin dictionary (to utter a word) is di�er-
ent than the instructions given to an Intel machine
running ViaVoice (IBM's voice recognition program)
under Windows 95. Therefore, although the proces-
sor is internal to the agent, neither the instructions
nor the words are internal to the agent. Instructions
are agent dependent while lexicons are not.

Now consider the scenario in which the agent
is capable of memorizing the (word �! instruction)
mapping (for each type of modulation). In this sce-
nario, the agent doesn't need to refer to dictionary
#2 anymore since it is now internalized. However,
the representation of this mapping (internally) is to-
tally di�erent than the one in the external dictionary
(e.g., a set of neurons �ring or bit streams).

Now consider the case in which the agent mem-
orizes the (picture �! word) mapping. In this sce-
nario, the agent does not need to refer to dictionary
#1 anymore. However, again, the representation of
this mapping is totally di�erent than the one in the
dictionary.

Here we have used only phonemes and mor-
phemes since lexicon, discourse, prosody, and syn-
tax (state grammar, school grammar) all utilize dif-
ferent variations of morphemes and phonemes (i.e.,
phonemes and morphemes are the basic building
blocks for languages).

In conclusion, we have a lexicon that lives in par-
allel with our world. Each agent in our world is ca-
pable of internalizing only a subset of these lexicons.
The instructions to reproduce or to map to RWPs



is agent dependent and the process to decipher this
mapping in context is what we are referring to as Im-
age Reasoning.

5 Conclusion

The novelty of our approach lies in the application of
uncertain reasoning techniques to image processing
with an extension to imagistic representation of lan-
guage. We provide the computer with many examples
of a query image appropriately matched with a tar-
get image. The computer recognizes a pattern and
writes a formula for what an appropriate target im-
age would be. But you cannot expect the computer
to produce a good target image for a given query,
based on just any examples of (query image, target
image) pairings. The training set must be representa-
tive of \good" query image { target image matchings.
This is possible because the rough set/rough mereol-
ogy paradigm makes it facilitates imprecise solutions
to problems rather than being restricted to precise
answers.

The contribution in this paper has been to
demonstrate the feasibility of applying approximate
reasoning techniques to the problem of similarity mea-
sures for natural language imaging. We eliminate the
need to translate such images into a text equivalent
for subjection to other data mining techniques.
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ABSTRACT

This paper presents an overview of the MPEG-7 standard:
The Multimedia Content Description Interface. It focus-
es in particular on visual information description including
low-level visual Descriptors and the Segment Description
Schemes. The paper also discusses some challenges in vi-
sual information analysis that will have to be faced in the
future to allow efficient MPEG-7-based applications.

1 INTRODUCTION

The goal of the MPEG-7 standard is to allow interoperable
searching, indexing, filtering and access of audio-visual (AV)
content by enabling interoperability among devices and ap-
plications that deal with AV content description. MPEG-7
specifies the description of features related to the AV con-
tent as well as information related to the management of AV
content. As illustrated in Fig. 1, the scope of the standard
is to define the representation of the description. For most
of the description tools, the standard does not involve nor-
mative tools for the generation nor for the consumption of
the description. However, as will be discussed in this paper,
in order to guarantee interoperability for some low-level fea-
tures, MPEG-7 also specifies part of the extraction process.

MPEG-7 descriptions take two possible forms: (1) a tex-
tual XML form suitable for editing, searching, and filtering,
and (2) a binary form suitable for storage, transmission, and
streaming delivery. Overall, the standard specifies four types
of normative elements illustrated in Fig. 2: Descriptors, De-
scription Schemes (DSs), a Description Definition Language
(DDL), and coding schemes.

In order to describe AV content, a set of Descriptors has to
be used. In MPEG-7, a Descriptor defines the syntax and the
semantics of an elementary feature. A Descriptor can deal
with low-level features, which represent the signal character-
istics, such as color, texture, shape, motion, audio energy or
audio spectrum as well as high-level features such as the title
or the author. The main constraint on a descriptor is that it
should describe an elementary feature. In MPEG-7, the syn-
tax of Descriptors is defined by the Description Definition
Language (DDL) which is an extension of the XML Schema
language [5]. The DDL is used not only to define the syn-
tax of MPEG-7 Descriptors but also to allow developers to

consumption
DescriptionDescriptiongeneration

Description

Scope of MPEG-7

Research and
Competition

Figure 1: Scope of the MPEG-7 Standard

declare new Descriptors that are related to specific needs of
their application.

In general, the description of AV content involves a large
number of Descriptors. The Descriptors are structured and
related within a common framework based on Description
Schemes, (DSs). As shown in Fig. 2, the DSs define a model
of the description using as building blocks the Descriptors.
The syntax of DSs is also defined with the DDL and, for
specific applications, new DSs can also be created.

When the set of DSs and Descriptors is instantiated to de-
scribe a piece of AV content, the resulting description takes
the form on an XML document [4]. This is the first normative
format in MPEG-7. This format is very efficient for editing,
searching, filtering and processing. Moreover, a very large
number of XML-aware tools are available. However, XML
documents are verbose, difficult to stream and not resilient
with respect to transmission errors. To solve this problem,
MPEG-7 defines a binary format (BiM: Binary format for
Mpeg-7) and the corresponding encoding and decoding tools.
This second format is particularly efficient in terms of com-
pression and streaming functionality. Note that XML and
BiM representations are equivalent and can be encoded and
decoded losslessly.

The objective of this paper is to provide an overview of the
MPEG-7 DSs and Descriptors focusing on the visual aspects
(section 2) and then, to discuss a set of visual information
analysis challenges that could be studied to lead to very effi-
cient MPEG-7-based applications (section 3).



Figure 2: Main components of the MPEG-7 Standard

2 OVERVIEW OF MPEG-7

2.1 Multimedia Description Schemes

Fig. 3 provides an overview of the organization of the Mul-
timedia DSs into different functional areas: Basic Elements,
Content Management, Content Description, Navigation and
Access, Content Organization, and User Interaction. The
MPEG-7 DSs can be considered as a library of description
tools and, in practice, an application should select an appro-
priate subset of relevant DSs. This section discusses each of
the different functional areas of Multimedia DSs.

2.1.1 Basic Elements

MPEG-7 provides a number of Schema Tools that assist in
the formation, packaging, and annotation of MPEG-7 de-
scriptions. An MPEG-7 description begins with a root el-
ement that signifies whether the description is complete or
partial. A complete description provides a complete, stand-
alone description of AV content for an application. On the
other hand, a description unit carries only partial or incre-
mental information that possibly adds to an existing descrip-
tion. In the case of a complete description, an MPEG-7 top-
level element follows the root element. The top-level el-
ement orients the description around a specific description
task, such as the description of a particular type of AV con-
tent (for instance an image, video, audio, or multimedia), or
a particular function related to content management, (such as
creation, usage, summarization, and so forth). The top-level
types collect together the appropriate tools for carrying out
the specific description task.

In the case of description units, the root element can be fol-
lowed by an instance of an arbitrary MPEG-7 DS or Descrip-
tor. Unlike a complete description which usually contains a
“semantically-complete” MPEG-7 description, a description
unit can be used to send a partial description as required by
an application such as a description of a place, a shape and
texture descriptor and so on. It is also used to define ele-
mentary piece of information to be transported or streamed

Figure 3: Overview of MPEG-7 Multimedia DSs

in case the complete description is too large.
A number of basic elements are used as fundamental con-

structs in defining the MPEG-7 DSs. The basic data types
provide a set of extended data types and mathematical struc-
tures such as vectors and matrices, which are needed by the
DSs for describing AV content. The basic elements include
also constructs for linking media files, localizing pieces of
content, and describing time, places, persons, individuals,
groups, organizations, textual annotation (including free text,
structured annotation or annotation with syntactic dependen-
cy, etc.), classification schemes and controlled terms.

2.1.2 Content Management

MPEG-7 provides DSs for AV content management. These
tools describe the following information: (1) creation and
production, (2) media coding, storage and file formats, and
(3) content usage.

The Creation Information provides a title (which may it-
self be textual or another piece of AV content), and infor-
mation such as creators, creation locations, and dates. It
also includes classification information describing how the
AV material may be categorized into genre, subject, purpose,
language, and so forth. It provides also review and guidance
information such as age classification, parental guidance, and
subjective review.

The Media Information describes the storage media in-
cluding format, compression, and coding of the AV content.
The Media Information identifies the master media, which is
the original source from which different instances of the AV
content are produced. The instances of the AV content are re-
ferred to as Media Profiles, which are versions of the master
obtained by using different encodings, or storage and deliv-
ery formats. Each Media Profile is described individually in
terms of the encoding parameters, storage media information
and location.

The Usage Information describes usage rights, usage
record, and financial information. The rights information is
not explicitly included in the MPEG-7 description, instead,
links are provided to the rights holders and to other informa-
tion related to rights management and protection.



2.1.3 Content Description: Structural Aspects

The description of the structure of the AV content relies on
the notion of segments. The Segment DS describes the re-
sult of a spatial, temporal, or spatio-temporal partitioning of
the AV content. It can describe a hierarchical decomposition
resulting in a segment tree. Moreover, the SegmentRelation
DS describes additional relationships among segments and
allows the creation of graphs.

The Segment DS forms the base type of the differen-
t specialized segment types such as audio segments, video
segments, audio-visual segments, moving regions, and stil-
l regions. As a result, a segment may have spatial and/or
temporal properties. For example, the AudioSegment DS
can describe a temporal interval of an audio sequence. The
VideoSegment DS describes a set of video frames. The Au-
dioVisualSegment DS describes a combination of audio and
visual information such as a video with synchronized audio.
The StillRegion DS describes a region of an image or a frame
in a video. Finally, the MovingRegion DS describes a mov-
ing region of a video sequence.

There exists also a set of specialized segments for spe-
cific type of AV content. For example, the Mosaic DS is
a specialized type of StillRegion. It describes a mosaic or
panoramic view of a video segment [9]. The VideoText and
the InkSegment DSs are two subclasses of the MovingRe-
gion DS. The VideoText DS describes a region of video con-
tent corresponding to text or captions. This includes super-
imposed text as well as text appearing in scene. The InkSeg-
ment DS describes a segment of an electronic ink document
created by a pen-based system or an electronic white-board.

The Segment DS contains elements and attributes that are
common to the different segment types. Among the common
properties of segments is information related to creation, us-
age, media location, and text annotation. The Segment DS
can be used to describe segments that are not necessarily con-
nected, but composed of several non-connected components.
Connectivity refers here to both spatial and temporal domain-
s. A temporal segment (VideoSegment, AudioSegment and
AudioVisualSegment) is said to be temporally connected if it
is a sequence of continuous video frames or audio samples.
A spatial segment (StillRegion) is said spatially connected if
it is a group of connected pixels. A spatio-temporal segment
(MovingRegion) is said spatially and temporally connected
if the temporal segment where it is instantiated is temporal-
ly connected and if each one of its temporal instantiations in
frames is spatially connected (Note that this is not the classi-
cal connectivity in a 3D space).

Fig. 4 illustrates several examples of temporal or spatial
segments and their connectivity. Fig. 4.a) and b) illustrate
a temporal and a spatial segment composed of a single con-
nected component. Fig. 4.c) and d) illustrate a temporal and
a spatial segment composed of three connected components.
Note that, in all cases, the Descriptors and DSs attached to
the segment are global to the union of the connected com-
ponents building the segment. At this level, it is not possi-
ble to describe individually the connected components of the

Figure 4: Examples of segments: a) and b) segments com-
posed of one single connected component; c) and d) seg-
ments composed of three connected components

segment. If connected components have to be described in-
dividually, then the segment has to be decomposed into var-
ious sub-segments corresponding to its individual connected
components.

The Segment DS may be subdivided into sub-segments,
and thus may form a hierarchy (tree). The resulting segment
tree is used to describe the media source, the temporal and /
or spatial structure of the AV content. For example, a video
program may be temporally segmented into various levels of
scenes, shots, and micro-segments. A table of contents may
thus be generated based on this structure. Similar strategies
can be used for spatial and spatio-temporal segments.

A segment may also be decomposed into various media
sources such as various audio tracks or viewpoints from sev-
eral cameras. The hierarchical decomposition is useful to de-
sign efficient search strategies (global search to local search).
It also allows the description to be scalable: a segment may
be described by its direct set of Descriptors and DSs, but it
may also be described by the union of the Descriptors and
DSs that are related to its sub-segments. Note that a segment
may be subdivided into sub-segments of different types, e.g.
a video segment may be decomposed in moving regions that
are themselves decomposed in still regions.

The decomposition is described by a set of attributes
defining the type of sub-division: temporal, spatial, spatio-
temporal or media source. Moreover, the spatial and tem-
poral subdivisions may leave gaps and overlaps between the
sub-segments. Several examples of decompositions are de-
scribed for temporal segments in Fig. 5. Fig. 5.a) and b)
describe two examples of decompositions without gaps nor
overlaps (partition in the mathematical sense). In both cases
the union of the children corresponds exactly to the tempo-
ral extension of the parent, even if the parent is itself non
connected (see the example of Fig. 5.b). Fig. 5.c) shows an
example of decomposition with gaps but no overlaps. Final-



Figure 5: Examples of Segment Decomposition: a) and b)
Segment Decompositions without gap nor overlap; c) and d)
Segment Decompositions with gap or overlap.

ly, Fig. 5.d) illustrates a more complex case where the parent
is composed of two connected components and its decom-
position creates three children: the first one is itself com-
posed of two connected components, the two remaining chil-
dren are composed of a single connected component. The
decomposition allows gap and overlap. Note that, in any
case, the decomposition implies that the union of the spatio-
temporal space defined by the children segments is included
in the spatio-temporal space defined by their ancestor seg-
ment (children are contained in their ancestors).

As described above, any segment may be described by cre-
ation information, usage information, media information and
textual annotation. However, specific low-level features de-
pending on the segment type are also allowed. An example
of image description is illustrated in Fig. 6. The original im-
age is described as a StillRegion, SR1, which is described by
creation (title, creator), usage information (copyright), me-
dia information (file format) as well as a textual annotation
(summarizing the image content), a color histogram and a
texture descriptor. This initial region can be further decom-
posed into individual regions. For each decomposition step,
we indicate if Gaps and Overlaps are present. The segment
tree is composed of 8 StillRegions (note that SR8 is a sin-
gle segment made of two connected components). For each
region, Fig. 6 shows the type of feature that is instantiated.
Note that it is not necessary to repeat in the tree hierarchy
the creation, usage information, and media information, s-
ince the child segments are assumed to inherit their parent
value (unless re-instantiated).

The description of the content structure is not constrained
to rely on trees. Although, hierarchical structures such as
trees are adequate for efficient access, retrieval and scalable
description, they imply constraints that may make them inap-
propriate for certain applications. In such cases, the Segmen-
tRelation DS has to be used. The graph structure is defined

Figure 6: Examples of Image description with Still Regions.

very simply by a set of nodes, each corresponding to a seg-
ment, and a set of edges, each corresponding to a relationship
between two nodes.

2.1.4 Content Description: Conceptual Aspects

For some applications, the viewpoint described in the previ-
ous section is not appropriate because it highlights the struc-
tural aspects of the content. For applications where the struc-
ture is of no real use, but where the user is mainly interested
in the semantic of the content, an alternative approach is pro-
vided by the Semantic DS. In this approach, the emphasis is
not on Segments but on Events, Objects in narrative worlds
and Abstraction. As shown in Fig. 7, the SemanticBase DS
describes narrative worlds and semantic entities in a narrative
world. In addition, a number of specialized DSs are derived
from the generic SemanticBase DS, which describe specific
types of semantic entities, such as narrative worlds, objects,
agent objects, events, places, time and abstractions.

As in the case of the Segment DS, the conceptual aspects
of description can be organized in a tree or in a graph. The
graph structure is defined by a set of nodes, representing se-
mantic notions, and a set of edges specifying the relationship
between the nodes. Edges are described by the SemanticRe-
lation DSs.

2.1.5 Navigation and Access

MPEG-7 facilitates navigation and access of AV content by
describing summaries, views and variations. The Summa-
ry DS describes semantically meaningful summaries and ab-
stracts of AV content. The summary descriptions allow the
AV content to be navigated in either a hierarchical or sequen-
tial fashion. The HierarchicalSummary DS describes the or-
ganization of summaries into multiple levels of detail. The
main navigation mode is from coarse to fine and vice-versa.
Note that the hierarchy may be based on the quantity of in-
formation (for example, a few key-frames for a coarse rep-



Figure 7: Tools for the description of conceptual aspects.

resentation versus a large number of key-frames for a fine
representation) or on specific features (for example, only the
most important events are highlighted in the coarse represen-
tation whereas a large number of less important events may
be shown in the fine representation).

The SequentialSummary DS describes a summary consist-
ing of a sequence of images or video frames, which is possi-
bly synchronized with audio. The SequentialSummary may
also contain a sequence of audio clips. The main navigation
mode is linear (forward - backward).

The View DS describes structural views of the AV signals
in the space or frequency domain in order to enable multi-
resolution access and progressive retrieval.

Finally, the Variation DS describes relationships between
different variations of AV programs. The variations of the AV
content include compressed or low-resolution versions, sum-
maries, different languages, and different modalities, such as
audio, video, image, text, and so forth. One of the targeted
functionalities is to allow a server or proxy to select the most
suitable variation of the AV content for delivery according to
the capabilities of terminal devices, network conditions, or
user preferences.

2.1.6 Content Organization

The Content Organization is built around two main DSs: The
Collection DS and the Model DS. The Collection DS in-
cludes tools for describing collections of AV material, col-
lections of AV content descriptions, collections of semantic
concepts, mixed collections (content, descriptions, and con-
cepts) and collection structures in terms of the relationships
among collections.

The Model DS describes parameterized models of AV con-
tent, descriptors, or collections. The ProbabilityModel D-
S describes different statistical functions and probabilistic
structures, which can be used to describe samples of AV con-
tent and classes of Descriptors using statistical approxima-
tion. The AnalyticModel DS describes a collection of exam-
ples of AV content or clusters of Descriptors that are used to
provide a model for a particular semantic class. For exam-
ple, a collection of art images labeled with tag indicating that

the paintings are examples of the Impressionist period forms
an analytic model. The AnalyticModel DS also optionally
describes the confidence in which the semantic labels are as-
signed. The Classifier DS describes different types of classi-
fiers that are used to assign the semantic labels to AV content
or collections.

2.1.7 User Interaction

The UserInteraction DS describes preferences of users per-
taining to the consumption of the AV content, as well as
usage history. The MPEG-7 AV content descriptions can
be matched to the preference descriptions in order to select
and personalize AV content for more efficient and effective
access, presentation and consumption. The UserPreference
DS describes preferences for different types of content and
modes of browsing, including context dependency in terms
of time and place. The UsageHistory DS describes the histo-
ry of actions carried out by a user of a multimedia system.
The usage history descriptions can be exchanged between
consumers, their agents, content providers, and devices, and
may in turn be used to determine the user’s preferences with
regard to AV content.

2.2 Visual features

The low-level visual features described in MPEG-7 are col-
or, texture, shape & localization, motion and low-level face
characterization. With respect to the Multimedia DSs de-
scribed in section 2.1, the Descriptors or DSs that handle
low-level visual features are to be considered as a charac-
terization of segments. Not all Descriptors and DSs are ap-
propriate for all segments and the set of allowable Descrip-
tors or DSs for each segment type is defined by the standard.
This section summarizes the most important description tool
dealing with low-level visual features.

2.2.1 Color Feature

MPEG-7 has standardized eight color Descriptors: Color s-
pace, Color quantization, Dominant colors, Scalable color
histogram, Color structure, Color layout and GoF/GoP col-
or. The first two Descriptors, Color space and quantiza-
tion, are intended to be used in conjunction with other col-
or Descriptors. Possible color spaces include fR;G;Bg,
fY;Cr; Cbg, fH;S; V g, Monochrome and any linear combi-
nation of fR;G;Bg. The color quantization supports linear
and non-linear quantizers as well as lookup-tables.

The DominantColor Descriptor is suitable for represent-
ing local features where a small number of colors are enough
to characterize the color information in the region of inter-
est. It can also be used for whole images. The percentage of
each color in the region of interest and, optionally, the spatial
coherency are described. This Descriptor is mainly used in
retrieval by similarity.

The ScalableColorHistogram Descriptor represents a color
histogram in the fH;S; V g color space. The histogram is
encoded with a Haar transform to provide scalability in terms
of bin numbers and accuracy. It is particularly attractive for
image-to-image matching and color-based retrieval.



The ColorStructure descriptor captures both color content
and its structure. Its main functionality is image-to-image
matching. The extraction method essentially computes the
relative frequency of 8x8 windows that contain a particular
color. Therefore, unlike a color histogram, this descriptor
can distinguish between two images in which a given color
is present with the same probability but where the structures
of the corresponding pixels are different.

The ColorLayout descriptor specifies the spatial distribu-
tion of colors for high-speed retrieval and browsing. It targets
not only image-to-image matching and video-clip-to-video-
clip matching, but also layout-based retrieval for color, such
as sketch-to-image matching which is not supported by other
color descriptors. The Descriptor represents the DCT values
of an image or a region that has been previously partitioned
into 8x8 blocks and where each block is represented by its
dominant color.

The last color Descriptor is the GroupOf-
Frames/GroupOfPicturesColor descriptor. It extends
the ScalableColorHistogram Descriptor defined for still
images to video sequences or collection of still images. The
extension describes how the individual histograms computed
for each image have been combined: by average, median or
intersection.

2.2.2 Texture Feature

There are three texture descriptors: Homogeneous Texture,
Texture Browsing and Edge Histogram. Homogeneous tex-
ture has emerged as an important visual primitive for search-
ing and browsing through large collections of similar look-
ing patterns. The HomogeneousTexture Descriptor provides
a quantitative representation. The extraction relies on a fre-
cuencial decomposition with a filter bank based on Gabor
functions. The frequency bands are defined by a scale pa-
rameter and an orientation parameter. The first and second
moments of the energy in the frequency bands are then used
as the components of the Descriptor. The number of filters
used is 5x6 = 30 where 5 is the number of scales and 6 is the
number of orientations used in the Gabor decomposition.

The TextureBrowsing Descriptor provides a qualitative
representation of the texture similar to a human characteriza-
tion, in terms of dominant direction, regularity, and coarse-
ness. It is useful for texture-based browsing applications.
The Descriptor represents one or two dominant directions
and, for each dominant direction, the regularity (four pos-
sible levels) and the coarseness (four possible values) of the
texture.

The EdgeHistogram Descriptor represents the histogram
of five possible types of edges, namely four directional edges
and one non-directional edge. The Descriptor primarily tar-
gets image-to-image matching (query by example or by s-
ketch), especially for natural images with non-uniform edge
distribution.

2.2.3 Shape and Localization Features

There are five shape or localization descriptors: Region-
based Shape, Contour-based Shape, Region Locator, Spatio-

a) b) c)

Figure 8: Illustration of Region and Contour similarity

temporal Locator, and 3D shape.
The Region-based and Contour-based Shape Descriptors

are intended for shape matching. They do not provide e-
nough information to reconstruct the shape nor to define its
position in the image. Two shape Descriptors have been de-
fined because, in terms of applications, there are at least two
major interpretations of shape similarity. For example, the
shapes represented in Fig. 8.a) and b) are similar because
they correspond to a cross. The similarity is based on the
contours of the shape and, in particular, on the presence of
points of high curvature along the contours. This type of
similarity is handled by the Contour-based Shape Descriptor.
Shapes illustrated in Fig. 8.b) and c) can also be considered
as similar. However, the similarity does not rely on the con-
tours but on the distribution of pixels belonging to the region.
This second similarity notion is represented by the Region-
based Shape Descriptor.

The Contour-based Shape Descriptor captures character-
istics of a shape based on its contour. It relies on the so-
called Curvature Scale-Space [8] representation, which cap-
tures perceptually meaningful features of the shape. The De-
scriptor essentially represents the points of high curvature a-
long the contour (position of the point and value of the curva-
ture). This representation has a number of important proper-
ties, namely: It captures characteristic features of the shape,
enabling efficient similarity-based retrieval. It is robust to
non-rigid deformation and partial occlusion.

The Contour-based Shape Descriptor captures the distri-
bution of all pixels within a region. Note that, in contrast
with the Contour-based Shape Descriptor, this descriptor can
deal with regions made of several connected components or
including holes. The Descriptor is based on an Angular Ra-
dial Transform, (ART) which is a 2D complex transform de-
fined with polar coordinates on the unit disk. The ART basis
functions are separable along the angular and radial dimen-
sions. Twelve angular and three radial basis functions are
used. The Descriptor represents the set of coefficients result-
ing from the projection of the binary region into the 36 ART
basis functions.

The RegionLocator and the Spatio-temporalLocator com-
bine shape and localization information. Although they may
be less efficient in terms of matching for certain application-
s, they allow the shape to be (partially) reconstructed and
positioned in the image. The RegionLocator Descriptor rep-
resents the region with a compact and scalable representation
of a bounding Box or Polygon. The Spatio-temporalLocator
has the same functionality but describes moving regions in a



video sequence. The Descriptor specifies the shape of a re-
gion within one frame together with its temporal evolution
based on motion.

3DShape information can also be described in MPEG-7.
Most of the time, 3D information is represented by polygo-
nal meshes. The 3D shape Descriptor provides an intrinsic
shape description of 3D mesh models. It exploits some lo-
cal attributes of the 3D surface. The Descriptor represents
the 3D mesh shape spectrum, which is the histogram of the
shape indexes [6] calculated over the entire mesh. The main
applications targeted by this Descriptor are search, retrieval
and browsing of 3D model databases.

2.2.4 Motion Feature

There are four motion Descriptors: camera motion, objec-
t motion trajectory, parametric object motion, and motion
activity. The CameraMotion Descriptor characterizes 3-D
camera motion parameters. It supports the following ba-
sic camera operations: fixed, tracking (horizontal transverse
movement, also called traveling in the film industry), boom-
ing (vertical transverse movement), dollying (translation a-
long the optical axis), panning (horizontal rotation), tilting
(vertical rotation), rolling (rotation around the optical axis)
and zooming (change of the focal length), The Descriptor is
based on time intervals characterized by their start time, and
duration, the type(s) of camera motion during the interval,
and the focus-of-expansion (FOE) (or focus-of-contraction
FOC). The Descriptor can describe a mixture of different
camera motion types. The mixture mode captures globally
information about the camera motion parameters, disregard-
ing detailed temporal information.

The MotionTrajectory Descriptor characterizes the tempo-
ral evolution of key-points. It is composed of a list of key-
points (x,y,z,t) along with a set of optional interpolating func-
tions that describe the trajectory between key-points. The
speed is implicitly known by the key-points specification and
the acceleration between two key-points can be estimated if
a second order interpolating function is used. The key-points
are specified by their time instant and their 2-D or 3-D Carte-
sian coordinates, depending on the intended application. The
interpolating functions are defined for each component x(t),
y(t), and z(t) independently. The Description is independent
of the spatio-temporal resolution of the content (e.g., 24 Hz,
30 Hz, 50 Hz, CIF, SIF, SD, HD, etc.). The granularity of the
descriptor is chosen through the number of key-points used
for each time interval.

Parametric motion models have been extensively used
within various image processing and analysis applications.
The ParametricMotion Descriptors defines the motion of re-
gions in video sequences as a 2D parametric model. Specif-
ically, affine models include translations, rotations, scaling
and combination of them. Planar perspective models make
possible to take into account global deformations associat-
ed with perspective projections. Finally, quadratic models
makes it possible to describe more complex movements. The
parametric model is associated with arbitrary regions over a
specified time interval. The motion is captured in a compact

manner as a reduced set of parameters.
A human watching a video or animation sequence per-

ceives it as being a “slow” sequence, a “fast paced” sequence,
an “action” sequence, etc. The MotionActivity Descriptor
captures this intuitive notion of “intensity of action” or “pace
of action” in a video segment. Examples of high activity
include scenes such as “scoring in a basketball game”, “a
high speed car chase” etc. On the other hand, scenes such as
“news reader shot” or “an interview scene” are perceived as
low action shots. The MotionActivity Descriptor is based of
five main features: the intensity of the motion activity (value
between 1 and 5), the direction of the activity (optional), the
spatial localization, the spatial and the temporal distribution
of the activity.

2.2.5 Face Descriptor

The FaceRecognition Descriptor can be used to retrieve face
images that match a query face image. The Descriptor is
based on the classical eigen faces approach [7]. It represents
the projection of a face region onto a set of basis vectors (49
vectors) which span the space of possible face vectors.

3 CHALLENGES FOR VISUAL INFORMATION
ANALYSIS

As mentioned in the introduction, the scope of the MPEG-7
standard is to define the syntax and semantics of the DSs and
Descriptors. The description generation and consumption are
out of the scope of the standard. In practice, this means that
feature extraction, indexing process, annotation and author-
ing tools as well as search & retrieval engines, filtering and
browsing devices are non-normative parts of the standard and
can lead to future improvements. It has to be mentioned how-
ever, that, for low-level features, the distinction between the
definition of the semantics of a tool and its extraction may
become fuzzy. A typical example is represented by the Ho-
mogeneousTexture Descriptor (see section 2.2.2). In order to
support interoperability, MPEG-7 has defined the set filters
to be used in the decomposition (Gabor filters and their pa-
rameters). Beside the implementation, this leaves little room
for future studies and improvements. A similar situation can
be found for most visual Descriptors described in section 2.2:
the definition of their semantics defines partially the extrac-
tion process. The main exceptions are the TextureBrowsing
and the MotionActivity Descriptors. Indeed, the characteri-
zation of the “Texture regularity” or of the “Motion intensity”
is qualitatively done. The CameraMotion Descriptor is a spe-
cial case, because either one has access to the real parameters
of the camera or one has to estimate the camera motion from
the observed sequence.

The definition of a low-level Descriptor may also lead to
the use of a natural matching distance. However, the stan-
dardization of matching distances is not considered as being
necessary to support interoperability and the standard only
provides informative sections in this area. This will certainly
be a challenging area in the future.
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Figure 9: Localization of the recognition process depending
on the feature types.

Most of the Descriptors corresponding to low-level fea-
tures can be extracted automatically from the original con-
tent. Most of the time, the main issue is to define the tem-
poral interval or the region of interest that has to be charac-
terized by the Descriptor. This is a classical segmentation
problem for which, a large number of tools have been report-
ed in the literature (see [3, 1, 2] and the references herein).
An area which has been less worked out is the instantiation
of the decomposition involved in the Segment DS. It can be
viewed as a hierarchical segmentation problem where ele-
mentary entities (region, video segment, and so forth) have
to be defined and structured by inclusion relationship within
a tree. This process leads, for example, to the extraction of
Tables of Contents or Indexes from the AV content. Although
some preliminary results have been reported in the literature,
this area still represents a challenge for the future.

One of the most challenging aspects of the MPEG-7 s-
tandard in terms of application is to use it efficiently. The
selection of the optimum set of DSs and Descriptors for a
given application is an open issue. Even if the identification
of the basic features that have to be represented is a simple
task, the selection of specific descriptors may not be straight-
forward: for example, DominantColor versus ScalableCol-
orHistogram or MotionTrajectory versus ParametricMotion,
etc. Moreover, the real description power of the standard will
be obtained when DSs and Descriptors are jointly used and
when the entire description is considered as a whole, for ex-
ample taking into account the various relationships between
segments in trees or graphs.

In terms of research, one of the most challenging issues
may be the mapping between low-level and high-level de-
scriptions. Let us first discuss the relation between low-level,
high-level descriptions and recognition processes. Consider
the two situations represented in Fig. 9: on the top, the de-
scription is assumed to rely mainly on high-level features.
This implies that the automatic or manual indexing process
has performed a recognition step during description genera-
tion. This approach is very powerful but not very flexible.
Indeed, if during the description generation, the high-level
feature of interest for the end user has been identified, then
the matching and retrieval will be very easy to do. However,

if the end user relies on a feature that has not been recognized
during the indexing phase, then it is extremely difficult to do
anything. The alternative solution is represented in the lower
part of Fig. 9. In this case, we assume that the description
relies mainly on low-level features. No recognition process
is required during the description generation. However, for
many applications, the mapping between low-level descrip-
tions and high-level queries will have to be done during the
description consumption. That is the search engine or the fil-
tering device will have to analyze the low-level features and,
on this basis, perform the recognition process. This is a very
challenging task for visual analysis research. Today, the tech-
nology related to intelligent search / filtering engines using
low-level visual features, possibly together with high-level
features, is still very limited. As a final remark, let us men-
tion that this challenging issue has also some implications for
the description generation. Indeed, a major open question is
to know what are the useful set of low-level Descriptors that
have to be used to allow a certain class of recognition tasks
to be performed on the description itself.
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ABSTRACT

This paper describes the structures of the applications,
which are implemented in the MPEG-7 reference soft-
ware. These applications are basic, and elementary,
thus, we call them key applications. After introducing
all the key applications implemented in the reference
software, we will give a de�nition for them. Basing on
this de�nition, we can create an abstract model for the
key application. This model enables the identi�cation
of new possible key applications of the MPEG-7 refer-
ence software. We also show how this key application
model can be used to describe the relation between the
applications of the reference software and real world ap-
plications.

1 Introduction

The working item MPEG-7 [1][2] of the Motion Pic-
ture Experts Group1 (MPEG), provides a standard for
the multimedia content description interface. Com-
pared to previous MPEG standards (MPEG-1, MPEG-
2, MPEG-4) which dealt which multimedia compression
technology, MPEG-7 allows to structure, and search in
multimedia databases. This is done by de�ning descrip-
tors for low level features of multimedia content [3][4],
and description schemes for high level information [5] of
the media content. This process can also be interpreted
as some kind of compression. This way, MPEG-7 re-
duces the information to a more or less semantic level.
Part 6 of the emerging MPEG-7 standard is the

MPEG-7 reference software [6], also called the MPEG-
7 eXperimentation Model (XM) software. Its purpose
is to give an executable speci�cation for the normative
components of the standard, which are

� descriptors (Ds) and

� description schemes (DSs),

� the description de�nition language (DDL) [7], in-
cluding schema de�nitions and description instan-
tiations,

1Working Group 11 form the International StandardizationOr-
ganization (ISO)

� the binary format for MPEG-7 (BiM) [8], which is
a binary representation of the DDL, and

� coding schemes (CSs) [3].

In addition to the normative components which are in
MPEG-7 in most cases data structures, also procedu-
ral, non-normative components show how to extract the
descriptions (instances of Ds and DSs) and how to use
the extracted descriptions in, e.g., a search & retrieval
application. Thus, the XM software supports the writ-
ten document of the emerging international standard
MPEG-7.
Due to the fact, that the XM software implements

the normative Ds and DSs, it is also possible to use the
XM as a platform to perform core experiments (CEs),
which are in the development process of MPEG-7 the
essential task to legitimate the standardization of indi-
vidual techniques. Practically, this was only done in a
few cases because

� the XM software integration e�ort was started after
the �rst set of core experiments was started, and

� some of the core experiments used a complex ap-
plication to demonstrate the usefulness of the tech-
nique.

In section 2 we describe the applications which are
implemented in the MPEG-7 reference software. Bas-
ing on the individual applications, a more abstract key
application model is derived in section 3. This model
allows us to describe in section 4 the relation of the XM
software applications to real world applications for the
MPEG-7 standard.

2 Applications supported by the MPEG-7 ref-

erence software

2.1 Extraction vs. Client Applications

The MPEG-7 XM software supports two di�erent types
of applications. These are

� extraction applications, and

� client applications.



Within the XM software framework, applications are re-
lated to one particular descriptor or description scheme.
Because there are a lot of descriptors and description
schemes standardized, there are also a lot of applica-
tions integrated in the software framework. Applica-
tions, that are creating the descriptor (D) or descrip-
tion scheme (DS) they are testing, are called extraction
applications. On the other hand, applications, which
are using the D or DS under test (DUT), are called
client applications. Extraction applications are needed
if the D or DS is a low level descriptor, which means
that the description can be extracted from the multi-
media content applying an automatic process. For high
level Ds or DSs the extraction cannot be made in an
automatic way. However, in most cases the extraction
can be done based on preprocessed information. This
means, that the extraction process reads this additional
information besides the media data to populate the de-
scriptions. Thus, the multimedia content set is extended
by additional high level input data.

2.2 Modularity of the XM-software

By default the modules for all Ds and DSs are compiled
to build one big executable which can then call the ap-
plications for an individual D or DS. However, the re-
sulting executable becomes extremely big, because a lot
of individual Ds and DSs are covered by the standard.
Compiling the complete framework into one program re-
sults in an executable of more than 100 MBytes of size
(in case debugging information is enabled). Therefore,
the MPEG-7 XM software is designed in a way, that it
supports partial compilation to allow to use only one
single D or DS. On the other hand, in many cases it is
desired to combine a subset of Ds or DSs. Furthermore,
combining Ds and DSs is also required in case a DS is
built in an hierarchical way from other Ds and DSs. In
this scenario, it is not only important to allow partial
compilation, but it is essential to design the software to
allow as far as possible the reuse of code. As a con-
clusion, all applications are built from modules. These
modules are:

� the media decoder class,

� the multimedia data class,

� the extraction tool class (only for extraction appli-
cations),

� the descriptor class,

� the coding scheme class, and

� the search tool class (only for client applications).

To increase the reusability, all this classes are using
speci�ed interfaces which are independent from the D
or DS they belong to. Thus, it should be possible to
reuse ,e.g., the extraction tool of a D or DS in an other

D or DS without knowing very deeply what is done in
the included extraction tool. This is only possible if it is
known how to use the interface of this extraction tool.
The modules listed above are combined or connected

to each other to form a processing chain. This is done in
the application class. As described in section 2.1, these
application classes can be of the extraction- or client
application type.
The next part of the section gives a brief description

of the listed modules:

2.2.1 Media decoders

The media decoder (MediaIO class) supports a wide
range of possible input media formats. These are:

� audio data in WAV �les,

� MPEG-1 video streams,

� motion vectors from MPEG-1 video streams
(treated as still images),

� still images (JPEG, GIF, PNM, and many more),

� 4D key point lists (t,x,y,z),

� nD key point lists (t, x[0..n-1]), and

� other proprietary input formats for high level infor-
mation

For this purpose the MediaIO class uses a set of ex-
ternal libraries which do not belong in all cases to the
XM software source code tree. These libraries are

� AF library for audio �les, and

� ImageMagick for still images.

A special case are video sequences, because the de-
coded and uncompressed representation is to big to be
held in memory. Therefore, the MediaIO class stores the
decompressed images in temporary �les, which can then
be loaded using the routines for still images. The same
mechanism is applied to motion vector information, but
here the video sequence decoding is stopped after the
motion vectors are available.
Because the MediaIO class is an interface to this li-

braries, the usage of the external libraries is not needed
and not allowed in any other class of the XM software.
This enables, e.g., that audio experts use the XM soft-
ware without the video speci�c ImageMagick library.

2.2.2 Multimedia data

The MultiMedia class holds the loaded media data in
memory. Video sequences are, as described in section
2.2.1, not loaded into memory, but only the single frames
of the sequence.
For still images the XM uses a reduced structure of the

MoMuSys Vop data structure from the MPEG-4 Veri�-
cation Model (VM). Key points are stored in a two di-
mensional linked list, one dimension for the time points



(one frame) containing the second dimension, which in-
cludes all key points for this frame. The Audio data
structure is not concluded at the time being, but will be
available in the near future.

2.2.3 Extraction tool

The extraction tool performs the feature extraction for
a single element of the multimedia database. The ex-
traction process is a non-normative tool in the MPEG-7
standard. To perform the feature extraction, the ex-
traction tool receives the references to the media data,
which is the input for the extraction, and on the other
hand the reference to the description, which stores the
results from the extraction process.
Because in case of processing video sequences, it is

not possible to provide all input data at the same time,
the extraction is performed on a per frame basis. This
means, that there are three function to be used for per-
forming the extraction:

� InitExtracting which is called before the �rst frame
is processed,

� StartExtracting which is called in a loop over all
frames to extract a part of the description, and

� PostExtracting which is called after all frames were
processed. This is required if some part of the de-
scription can only be generated after all data was
available (e.g., the number of frames in the se-
quence).

The same interface is used in case audio data is pro-
cessed. Here, the input data is more or less continuous
(having only one sample at a time loaded has no mean-
ing). Thus, the input is cut into time frames, which then
can be processed one by one.
Besides the interfaces, the extraction classes have pro-

cedural code. In case of image or video extraction tools,
the XM software uses the AddressLib [9] which is a
generic video processing library to perform the low level
image processing tasks.
At the time being, the extraction tool is only be used

in the extraction from media application type. As we
will show later, it would also be possible to extract the
D or DS under test from other description data. In this
case, the extraction process could be performed with
only one function call, i.e., without applying a loop it-
erating the input data for each time point or period.

2.2.4 Descriptor class

The descriptor classes hold the description data. In the
XM software the classes for each D or DS represent di-
rectly the normative part of the standard. Besides pro-
viding the memory for the description also accessory
function for the elements of the descriptions are avail-
able.
In the XM software there are two di�erent ways of

designing the D or DS class. In case of Visual Ds, this

class uses a plain C++ class approach. In all other
cases this class is implemented using a generic mod-
ule, which is called the GenericDS in the XM software.
This class is an interface from the C++ XM software
to the instantiating DDL parser. Concrete, an XML
parser providing the DOM-API2 is used. Therefore,
the GenericDS provides the interface from the XM to
the DOM-API parser. The memory management for
the description data is done by the DOM parser library.
Both approaches can be combined using the functions
ImportDDL and ExportDLL of the C++ implemented
descriptor classes.

2.2.5 Coding scheme

The coding scheme includes the normative encoder and
decoder for a D or DS. In most cases the coding scheme
is de�ned only by the DDL schema de�nition. Here,
the coding is the dumping of the description to a �le
and the decoding is the parsing and loading of the de-
scription �le into memory. The description is stored
using the GenericDS class which is a wrapper to the
DOM-API. Therefore, we can use the DOM-API parser
library for encoding and decoding. Again, this functions
are wrapped to the XM, using the GenericDSCS (CS =
coding scheme) class. Besides the ASCII representa-
tion of the XML �le, also a binary representation will
be standardized by MPEG-7. This is the so called BiM3

which is one to one equivalent to the ASCII XML repre-
sentation. At the time being, the BiM is not integrated
into the XM software.
Another approach is also be used in the Visual Group

of MPEG-7. Here, each D also has an individual binary
representation. This allows to specify the number of
bits to be used for coding individual elements of the
description. An example could be number of bits being
used for coding each bin value of a histogram.

2.2.6 Search tool

As the extraction tool, also the search tool represents
a non-normative tool of the standard. It takes at the
input one description from the data base, and one de-
scription for the query, while the query does not need
to be compliant to a normative MPEG-7 D or DS. The
search tool navigates through the description and pro-
cesses the required input date in way that it is useful for
the speci�c application.
Search tools are used in all client applications, which

are at the time being the search & retrieval applica-
tion and the media transcoding application. In case of a
search & retrieval application, the search tool compares
the two input descriptions and computes a value for the
distance between them. In the media transcoding ap-
plication also media data are processed, i.e., the media
information is modi�ed basing on the description and
the query. Because media data is processed, the search

2Data Object Model - Application Programming Interface
3Binary representation for MPEG-7



tool is called in the transcoding application in a media
frame by media frame manner as it is done with the
extraction tool.

2.3 Extraction from Media

In this section we describe the application types, which
are implemented in the XM software.

The extraction from media application is of the ex-
traction application type. Usually, all low level Ds or
DSs should have an application class of this type. As
shown in �gure 1 this application extracts the D/DS un-
der test (DUT) from the media input data. First, the
media �le is loaded by the media decoder into the multi-
media class, i.e., into the memory. In the next step, the
description can be extracted from the multimedia class
using the extraction tool. Then the description is passed
through the encoder and the encoded data is written to
a �le. This process is repeated for all multimedia �les
in the media database.

Media
DB

Media
Decoder

Media
Data

Descr.
Descr.

DB

Extrac−
tion

Coding
Scheme

Figure 1: Extraction form media application type. The
description is extracted from the media input data.

2.4 Search & Retrieval Application

The search & retrieval application, shown in �gure 2
is of the client application type. First all descriptions
of the database, which might have been extracted us-
ing the extraction from media application, are decoded
and loaded into the memory. Also the query description
can be extracted from media using the extraction tool.
On the other hand the query can also be loaded directly
from a �le. After having all input data, the query is pro-
cessed on all elements of the database, and the resulting
distance values are used to sort the data base with de-
creasing similarity to the query. Finally, the sorted list
is written as a new media database to a �le.

Search & retrieval applications are extremely well apt
for client applications of low level features. For low level
features an evaluation criterion can be formulated be-
cause here an important question is how good the de-
scription represents the low level feature. The best way
to evaluate this criterion is to de�ne a ground truth

Descr.
DB

Decoder
Extract.

Match
List

Descr.

Media
DB

Search
Tool

Coding
Scheme

Query

Figure 2: Search & retrieval application type. A sorted
media database is created from the descriptions and a
query.

dataset for the queries and to check the retrieval rate
with the search & retrieval application.

2.5 Media Transcoding Application

The media transcoding application is also of the the
client application type. As shown in �gure 3, the me-
dia �les and their description are loaded. Basing on the
descriptions, the media data are modi�ed (transcoded),
and the new media database is written to a �le. Fur-
thermore, a query can be speci�ed, which is processed
on the description prior to the transcoding.

Descr.
DB

Descr.

Media
DB

Search
Tool

Coding
Scheme

Query

Media
DB

Figure 3: Media transcoding application type. A
transcoded media database is created from the original
media database, the corresponding descriptions, and an
optional query.

3 The MPEG-7 key application model

3.1 De�nition of key applications

In the previous section the applications, which are im-
plemented in the XM software, were described. This ap-
plications are also called key application, because they
are basic or elementary application types. They repre-
sent di�erent application scenarios by implementing the
key features of this application scenarios. In general,



key applications are not necessarily real world applica-
tions because they only implement the representative
and common task of the application scenarios. Details
characterizing a speci�c real world application are not
implemented.

Another important limitation of the XM software is
the fact, that the XM software is a command line tool
only, i.e., that the application, its inputs and outputs
can only be speci�ed when the XM is started. As a
conclusion, the key applications do not support user in-
teraction during run time.

However, the key applications can be de�ned by the
interfaces they are using at the input and output. Table
1 summarizes the interfaces used in the applications that
are described in section 2.

Application Inputs Outputs

Extraction from media db description db
Media
Search & description db, media db
Retrieval query (list of best

matches)
Media media db, media db
Transcoding description db, (transcoded

query media)

Table 1: Key applications and their inputs and outputs
(media db = media database, description db = descrip-
tion database)

Summarizing, key applications are elementary appli-
cations, which can be speci�ed by their interfaces, and
having no proprietary application characteristic, espe-
cially no speci�c user interaction.

3.2 The interface model

After identifying the nature of key applications the sec-
ond step is the design of an abstract key application
model. Basing on the de�nition of key applications
which was done using the interfaces, all possible inputs
and outputs used by key applications can be collected.
The resulting subset of the inputs and outputs is shown
in �gure 4. Possible inputs are media databases, descrip-
tion databases, and queries. Possible outputs are media
databases, and description databases. In the abstract
model the semantics of the media database output is
not distinguished, i.e, the list of best matching media
�les and the transcoded media database are not treated
as individual output types, but they are in principle of
the same kind.

Besides the already used outputs, it is assumed that
there will be also a corresponding output type for the
query input. In �gure 4 this output has the name other
outputs. Possible applications for this could be a re�ned
query, e.g., for a browsing application. However, the

Descr.
DB

XM

Media
DB

Query

Media
DB

Descr.
DB

Other
Output

Figure 4: Interface model for XM key applications. This
model shows the superset of possible inputs and outputs
of an XM key application.

usage of this output is still not clear and needs further
investigations.
In the following we use the interface model of the key

applications for two purposes, which are the identi�ca-
tion of new relevant key applications and the description
of relations of key applications to real world applica-
tions.

3.3 Other possible key applications

The list of existing key applications at the time being is
still incomplete. Using the interface model, theoretically
eight combinations for input data as well as for output
data are possible. One of the eight combinations for the
input data uses no input at all. Having no input data
would only allow to create results in a random way. Fur-
thermore, using a query without description data has no
meaning. On the other hand, also the possible range of
output combinations can be limited. Thus, it is possible
to decompose an application producing two outputs in
two applications producing each one of of the outputs.
As a conclusion table 2 shows the relevant combinations
of inputs and outputs.
The description �lter application might appear in two

di�erent ways, as a description �lter extraction (creating
the D or DS under test (DUT)), or as a description �lter
client application (reading the DUT at the input).

4 Key applications vs. real world applications

As stated in section 3.1, the key applications in the XM
software are elementary application types. In general,
combining the key applications will form complex ap-
plications. Because the key applications can have arbi-
trary combinations of inputs, the key application model
is generic for this application area. Therefore, it is also
possible that real world applications can be decomposed
into processing networks consisting of the elementary
key application blocks, and user interfaces providing
user interaction and presentation of results.



Inputs Output application
name

M Random Search
D Random Extraction
O not relevant for MPEG-7

M M MPEG-7 unrelated transcoding
M D Extraction from Media
M O not relevant for MPEG-7
D/DQ M Search & Retrieval
D/DQ D Description Filter
D/DQ O unknown
MD/MDQ M Media Transcoding
MD/MDQ D unknown
MD/MDQ O unknown

Table 2: Possible input output combinations for key ap-
plications of the XM. (M = media db; D = description
db; Q = query; O = other output

XM

Appl1

MDB

DDB

XM

Appl2

MDB

DDB

XM

Appl3
Query

DDB

MDB

XM

Appl4

MDB

Query

DDB

MDB

MDB

DisplayUI

real world application

Figure 5: Example real world application extracting two
di�erent descriptions (XM-Appl1, XM-Appl2). Bas-
ing on the �rst description the relevant content set is
selected (XM-Appl3) which is then transcoded using
the second description (XM-Appl4). (MDB = media
database, DDB = description database)

Figure 5 shows an example real world application.
Here, from a media database two features are extracted.
Then, basing on the �rst feature, relevant media �les are
selected from the media database. The relevant media
�les are transcoded basing on the the second extracted
feature.

On the one hand, this is helpful for designing appli-
cations and products. On the other hand, also core ex-
periments used in the standardization process are done
basing on applications, which are in some cases more
complex than key applications. In this cases, the de-
composition or relation to the key applications can help
do de�ne evaluation criteria for the core experiments.
The evaluation criteria are clear for the search & re-
trieval application, which is the retrieval rate, and for
the extraction application, which is the computational
complexity. In general also the bit stream complexity

is an important evaluation criterion for all key appli-
cations. At the time being, the evaluation criteria are
not clear for all possible key applications. However, an-
swering this question for key applications seams more
feasible than for proprietary applications.

5 Conclusions

This paper showed the applications currently imple-
mented in the MPEG-7 reference software. These ap-
plications are called key applications. Starting from the
individual key applications, an abstract key application
model was derived. This model is based on the interfaces
which are used by the key applications. The resulting
key application model is relevant for the identi�cation
of new key applications to complete the set of applica-
tions of the reference software, to understand for which
key applications evaluation criteria should be identi�ed,
and to de�ne the relation between the MPEG-7 refer-
ence software and real world applications. The last point
is essential for designing and understanding applications
and products for the emerging MPEG-7 standard.
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øQÎ�ÝFì�ËÏÈ��NO¸ÆNÇ�È+ÙÖÍÏÌFÝFÈ¶ÙNÉFÒ·Î�Ü�ÌÓÝFÈ+ÙÚÈfß�È¶Ô¡ÍÚÎ�ÉFÑ£ÎÐÑ�áPâPãwä+í
ÎÐÜ�ÌFÝFÈFòëÍÚÇ�È¶ç�ÔfÌÓÑ ×zÈ'÷�ËÚÎÐÍÖÍÏÈfÑ Ì\ÙQPSRkà T4V;å E P/RV òUT E
�YL$� L�[\[�[]L$^ íQÆNÇ�ÈWVêÎÐÜ�ÌFÝFÈ¶Ù·ÍÏÇ�È_ÙÖçBÙÖÍÚÈ¶Ü�÷�ÎÐß�ß�ÛBÎôÙÖÊ�ßôÌ9ç+ÍÏÉæÍÏÇ�È
ì;ÙÚÈfËNÑ�È¡ïóÍ_ÔfÌFÑ�×7È+ÛBÈfÑ;ÉÓÍÚÈxÛq÷�ÎÐÍÚÇ8=YX E[Z T\XI L T\XL L�[�[\[�L T\X]K^8_=AD�íoøQÎ�Ñ;ÛBÎ�Ñ�Ý�ÍÚÇ�ÈNÎ�Ü�ÌÓÝFÈxÙoÜºÉ\ÙÖÍoÙÚÎÐÜºÎ�ß�ÌFËoÍÚÉ�ÍÚÇ;ÈPÊ7É\ÙÚÎÐÍÚÎ�ÞFÈ�ÙÖÈ¶ÈfÑ
ÎÐÜ�ÌFÝFÈ¶Ù�ÔfÌFÑ?ÍÚÇ�È¶Ñ�×7ÈëÒñÉ\ËÚÜ�ÌFßÐß�ç�÷�ËÏÎÐÍÖÍÚÈ¶Ñ�ò7ÒñÉFË�È¡ï�ÌÓÜºÊ�ß�ÈFòcÎ�Ñ�Ì
ÙwÍÏËÏÌFÎÐÝ\Ç�ÍÖÒñÉFËÏ÷NÌÓË²ÛºÜºÌFÑ�Ñ�È¶Ë/O
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÷�Ç�ÈfËÏÈ l R ÙëÌÓËÏÈWÍÏÇ�ÈZ÷PÈfÎ�ÝFÇ�ÍÏÙ�ÒñÉ\ËRÎ�Ñ;ÛBÎ�Þ�ÎôÛBì;ÌFßJÒñÈ¶ÌÓÍÚì�ËÏÈ¶ÙëÌÓÑ;Ûe R à1n�L-n å�Î�Ù�ÍÏÇ�È�ÛBÎ�ÙÖÍÏÌFÑ;Ô¡ÈWÒñì�Ñ;Ô¡ÍÚÎ�ÉFÑ�ÙÖì;ÎðÍ²ÌÓ×�ß�ÈëÒñÉ\Ë�×7ÈfÎ�Ñ�Ýéì;ÙÚÈ¶Û÷�ÎðÍÏÇLÒñÈxÌCÍÏì�ËÚÈ�ÍwçóÊzÈoPSRkíyÆNÇ�É\ì�ÝFÇ à��\åWÎôÙºú\ì;ÎðÍÏÈ£Ý\ÈfÑ�È¶ËÏÌFß�Î�Ñ
Ñ;ÌCÍÏì�ËÏÈFòBÎÐÍ_Î�Ù�ÙÖÍÚÎ�ßÐß�ÉFÑ�ß�çqÉ\Ñ�ÈjÊzÉ�ÙÚÙÚÎÐ×;ÎÐß�ÎðÍwç�ÌÓÜºÉFÑ�ÝºÉFÍÚÇ�È¶ËÏÙ¶í
îæÑLÎ�Ü�ÌÓÝFÈ£Û�ÌCÍ²ÌÓ×;Ì\ÙÖÈ�Ü�Ì9ç�ÔfÉFÑ�ÍÏÌFÎÐÑLÜkÎ�ß�ßÐÎ�ÉFÑ;ÙkÉFÒæÎÐÜ�ÌFÝFÈ¶Ù¶íp Ò ÍÚÈ¶ÑAÎðÍëÎôÙRÑ;ÉÓÍëÊ7É\ÙÏÙÖÎ�×�ß�È�ÍÚÉêÔfÌÓßôÔ¡ì;ß�ÌÓÍÚÈZÌFÔ¶Ô¡ì�Ë²ÌCÍÏÈfß�ç�ÌÓß�ß�Û�Î�ÙÖÕ
ÍÏÌFÑ;Ô¡ÈxÙ_×7È¡Íw÷PÈfÈfÑùÌÓß�ß�ÍÏÇ�ÈWÊ7É\ÙÚÎÐÍÚÎ�ÞFÈWÙÚÈfÈ¶Ñ?ÎÐÜ�ÌFÝFÈ¶Ù�ÌÓÑzÛüÌÓß�ß�ÍÏÇ�È
ì�Ñ;ÙÚÈfÈ¶ÑZÎÐÜ�ÌFÝFÈ¶Ù�Î�Ñ�ÍÚÇ�ÈjÛ�ÌÓÍÏÌÓ×zÌFÙÚÈ�ÌÓÑzÛºÍÚÇ�È¶ËÚÈfÒñÉFËÏÈæÙÚÉFÜºÈ�ÔfÉFÜkÕ
Ê�ìBÍ²ÌCÍÚÎ�ÉFÑzÌÓßBÙÖÇ;ÉFËÚÍÏÔ¡ì�ÍÏÙQÑ�ÈfÈxÛRÍÏÉ�×7ÈNÍÏÌFõFÈ¶ÑëÎ�Ñ\ÍÏÉ�Ì\ÔfÔfÉFì�Ñ�Í¶í p Ñ�È
ÌÓÊ�Ê;ËÚÉ�ÌFÔ²ÇùÎ�ÙRÍÚÉ�ÛBÎ�ÞóÎ�Û�È�ÌÓÑzÛAÔ¡ÉFÑzú\ì;ÈfË+ÍÏÇ�ÈqÎ�Ü�ÌÓÝFÈZÙÚÈfß�È¶Ô¡ÍÚÎ�ÉFÑ
Ê�ËÏÉóÔfÈ¶ÙÏÙN×óçqÜ�ÌÓõóÎ�Ñ�Ý�ÎðÍ_Î�ÑéÍw÷PÉZÙwÍ²ÌÓÝFÈxÙfí�ø·Î�ÝFì;ËÚÈ��+Î�ßÐß�ì;ÙÖÍÚË²ÌCÍÚÈxÙ
ÍÚÇ�ÎôÙ_ÎôÛBÈxÌ�í :TÌFÔ²Ç�ÒñÈ¶ÌÓÍÚì�ËÏÈRËÏÈfÊ�ËÏÈ¶ÙÚÈfÑ�Í²ÌCÍÚÎ�ÉFÑéÔfÌFÑé×zÈRìzÙÖÈxÛ?ÙÖÈ¶ÊBÕ
ÌÓË²ÌCÍÏÈfß�çWÒñÉ\ËPû;Ñ;ÛBÎ�Ñ�Ý�ÌWÙÚÈ¡ÍNÉÓÒQÎÐÜ�ÌFÝFÈ�Ô¶ÌÓÑ;Û�Î�Û�ÌÓÍÚÈxÙfíJÆNÇ�ÈjÑóì�ÜkÕ
×zÈ¶ËTÉFÒ�ÎÐÜ�ÌÓÝ\È¶ÙTÎÐÑZÈxÌFÔ²ÇZÙÚì�×;ÙÚÈ¡ÍPÜºÌ9çºÌÓÑzÛ�ÙÖÇ�É\ì�ßôÛ�È¡ï�Ô¡È¶È¶ÛkÍÏÇ�È
Ô¡É\ì�Ñ�Í�ÉÓÒ¸Î�Ü�ÌÓÝ\È¶Ù�ÍÏÉq×7ÈRû;ÑzÌÓß�ßÐç?ÙÚÇ�ÉC÷�ÑéÍÚÉqÍÚÇ�ÈWì;ÙÖÈ¶Ë¶í�ÆNÇ�È¶ÙÚÈ
ÙÖì;×;ÙÖÈfÍÏÙ�÷�ÎðÍÏÇqÌFÙÏÙÚÉóÔfÎ�ÌÓÍÚÈxÛ�ú\ìzÌÓß�ÎðûzÔ¶ÌCÍÏÎÐÉ\Ñ�Þ9ÌFßÐì;È¶ÙTÒñÉFËTÈxÌFÔ²ÇZÎ�ÜkÕ
ÌÓÝ\È�Î�Ñ;Ô¡ß�ì;ÛBÈxÛgÙÖÇ�É\ì�ßôÛVÍÏÇ�ÈfÑg×7ÈüÔ¡ÉFÜW×�Î�Ñ�È¶ÛyÎÐÑgÌùß�ÌFËÚÝ\ÈfË�ÙÚÈ¡Í
ÉÓÒoÎÐÜ�ÌFÝFÈ¶ÙN÷�Ç;Î�Ô²Çé÷�Î�ßÐß·×zÈRÊ;ËÚÉBÔ¡ÈxÙÚÙÚÈ¶Û�Î�ÑéÌºÜºÉ\ËÚÈ+ÈfïóÇzÌÓì;ÙÖÍÚÎ�ÞFÈ
Ü�ÌÓÑ�Ñ�È¶Ë¶íC�æÈ¶ÊzÈ¶Ñ;ÛBÎ�Ñ�ÝZÉ\Ñ�ÍÏÇ�ÈëÙÚÎ<;¶È¶Ù�ÉFÒ·ÍÏÇ�ÈëÙÚì�×;ÙÚÈ¡Í²Ù_ÌÓÑ;Û�ÍÏÇ�È
Ô¡É\Üë×�Î�Ñ;ÌCÍÏÎÐÉ\ÑZÌÓß�ÝFÉ\ËÚÎÐÍÚÇ�Üéò\ÈfÎÐÍÚÇ�È¶Ë�ÌÓß�ß;Î�Ü�ÌÓÝ\È¶Ù¸Î�Ñ�ÍÏÇ�ÈfÜ ÉFËxòÓÒñÉ\Ë
È¡ï�ÌÓÜºÊ�ß�ÈFò�ÉFÑ�ß�çAÍÏÇ�É\ÙÚÈé÷�Ç�Î�Ô²Ç�ÌFËÚÈ£ÎÐÑzÔ¡ß�ì;ÛBÈ¶Û'Î�ÑgÜkÉ\ËÚÈ£ÍÏÇ;ÌÓÑ
ÉFÑ�ÈjÉFÒ·ÍÏÇ�ÈfÜéò;Ô¶ÌÓÑ£×zÈjÍ²ÌÓõFÈ¶Ñ�Î�Ñ£ÍÚÇ�ÈRÔfÉFÜW×�ÎÐÑ;È¶Û£ÙÖÈfÍ¶í
ùÈ£Ç;Ì9ÞFÈ�È¡ïóÍÚÈ¶Ñ;ÛBÈ¶ÛLÉFì�ËYq¸ÎôÔ/r pts ( u;òJv +�áPâ�ãwä ÙÖçBÙÖÍÚÈ¶Ü
ÍÚÉºÌFÔ¶Ô¡ÉFÜºÜºÉBÛ�ÌCÍÏÈ�ÌFßðÍÏÈfËÏÑ;ÌCÍÏÎÐÞ\È�ÜºÈfÍÚÇ�ÉBÛ�ÙNÎ�Ñ£ÌFÑóç�ÉÓÒ�ÍÏÇ�ÈjÊ�ËÏÉÓÕ
Ô¡ÈxÙÚÙÚÎÐÑ;ÝLÙwÍ²ÌÓÝ\È¶Ù¶íþø�É\ËqÍÏÇ�ÈüûzËÏÙÖÍ£ÙÚÈfß�È¶Ô¡ÍÚÎ�ÉFÑuÙÖÍÏÌFÝFÈFòæ÷�ÈêÇ;Ì9ÞFÈ
ÎÐÜºÊ�ß�ÈfÜºÈ¶Ñ\ÍÏÈ¶ÛLÍÚÇ�ËÏÈfÈéÑ�È¶÷ ÍÏÈ¶Ô²Ç�Ñ�Îôú�ì�È¶ÙkÍÏÇ;ÌCÍZÔfÉFÜºÊzÈfÍÚÈé÷�ÎÐÍÚÇ
ÍÚÇ�ÈºÉ\ËÚÎ�ÝFÎ�Ñ;ÌÓßQÜºÈ¡ÍÏÇ�ÉBÛê×zÌFÙÚÈ¶ÛüÉ\ÑùÔfÉFÑóÞFÉ\ßÐÞóÎ�Ñ�Ý�ÍÏÇ�È�ì;ÙÚÈfËSw Ù�ËÏÈ¡Õ
ÙÖÊ7ÉFÑzÙÖÈVÉ\Ñ ÍÚÇ�È'Æ�ËÏÈfÈxróÍÚËÏì;ÔvÍÏì�ËÚÈxÛyróÈ¶ßðÒ Õ p ËÚÝ�ÌÓÑ�Î�;fÎ�Ñ�Ý s ÌFÊ;Ù
àGÆzr�Õ1r pts Ù²åví ø;ÉFËéÍÏÇ�ÈVÔ¡É\Üë×�Î�Ñ;ÌCÍÏÎÐÉ\Ñ�ÉFÒëÍÏÇ�ÈAÎÐÜ�ÌFÝFÈAÙÖì;×BÕ
ÙÖÈfÍÏÙ¶ò9÷�È¸ÇzÌ9ÞFÈTÌ\Û�ÛBÈ¶Û+ÌæÑ�Èf÷AÌFßðÍÏÈfËÏÑ;ÌCÍÏÎÐÞ\ÈJÍÚËÏÈ¶ÌÓÍÚÜºÈfÑ�Í¶ò9Ñ;ÌFÜºÈfß�ç
ÍÚÇ�È�ì;ÙÚÈ�ÉFÒ�ÍÏÇ�È�Ü�ÌÓïóÎ�Üëì;Ü)ÉÓÒ�ÍÏÇ�È�ÊzÈ¶ËÖÕ|ÒñÈ¶ÌÓÍÚì�ËÏÈ�ú�ì;ÌFßÐÎÐûzÔ¶ÌCÍÚÎ�ÉFÑ
ÞCÌÓß�ì�È¶ÙRÒñÉFËkÈ¶ÌFÔ²ÇAÎ�Ü�ÌÓÝ\ÈqÎ�Ñ;ÙwÍÏÈ¶Ì\ÛAÉÓÒ�ÍÏÇ�ÈfÎ�ËkÙÚì�ÜéíêÆNÇ;ÈqÉFËÏÎ�ÝÓÕ
ÎÐÑzÌÓß�ÌFßÐÝ\ÉFËÏÎðÍÏÇ�Ü ìzÙÖÈxÛgÎÐÑ{qTÎ�ÔSr pts ÛBÉóÈ¶ÙqÑ�ÉÓÍ£Ô¡ÉFÑ�Í²ÌÓÎ�Ñ~ÌÓÑóç
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øQÎ�ÝFì�ËÏÈ5�mO¸ÆNÇ�ÈjÊ�ËÏÉBÔ¡ÈxÙÚÙÚÎÐÑ;ÝºÙÖÍÏÌFÝFÈxÙ�Î�Ñ£ÍÚÇ�È+ÈfïBÊzÈ¶ËÚÎ�ÜºÈfÑ�ÍÏÙ¶í
Ê�ËÚÉBÔfÈ¶ÙÏÙÖÎ�Ñ�Ý�ÌCÒ ÍÏÈfË_ÍÏÇ�ÈWÔfÉFÜW×�ÎÐÑzÌCÍÚÎ�ÉFÑéÉFÒJú�ì;ÌFßÐÎÐûzÔ¶ÌCÍÚÎ�ÉFÑéÞCÌÓß�ì�ÈxÙ
ÒñËÚÉ\Ü ÛBÎÐýcÈfËÏÈfÑ�ÍæÒñÈxÌCÍÚì;ËÚÈxÙfíW�_ÉC÷ ÷PÈRÇ;Ì9Þ\ÈRÎÐÜºÊ�ß�ÈfÜºÈ¶Ñ\ÍÏÈ¶ÛéÍw÷PÉ
Ô²Ç�ÉFÎôÔ¡ÈxÙJÒñÉFËTÍÚÇ;ÌÓÍPÊ;ì�ËÚÊ7É\ÙÚÈFíoøQÎÐÝ\ì�ËÏÈ7�+ÛBÎôÙÚÊ�ß�Ì9çBÙPÌÓß�ß�ÍÏÇ�È�ÌFßðÍÏÈfËÚÕ
Ñ;ÌCÍÏÎÐÞ\È�Òñì;Ñ;ÔvÍÏÎÐÉ\Ñ;ÙNÒñÉFË�ÈxÌFÔ²Ç£ÉÓÒ·ÍÚÇ�ÈRÙÖÍÏÌFÝFÈ¶Ù¶í
� ÂX0 1>0jÅWÃ � � � ����� � ÄéÂ�Ã Â�Ã�À�.
0 � 65À�.
0+Â
îæÔfÔfÉFË²ÛBÎ�Ñ�Ý£ÍÚÉ?ÍÏÇ�ÈqÙÖÍÚËÏì;ÔvÍÏì�ËÚÈ�Î�ß�ßÐì;ÙÖÍÚË²ÌCÍÏÈ¶ÛùÎ�ÑVø·Î�ÝFì;ËÚÈ �\ò�ÍÚÇ;È
û;ËÏÙÖÍëÙÖÍÏÌÓÝ\ÈºÉÓÒ�ÙÖÈ¶ßÐÈxÔvÍÚÎ�ÉFÑùÎôÙ+ÊzÈ¶ËÖÒñÉ\ËÚÜºÈxÛ�ÒñÉ\ËRÈ¶Ì\Ô²Ç�ÒñÈxÌCÍÏì�ËÚÈ�Î�Ñ
Ê;ÌÓË²ÌÓß�ßÐÈ¶ß�í$ãöÑ5ÍÚÇ�ÎôÙêÙÖÍÚìzÛBçFòWÍÚÇ�ËÏÈfÈ'ÌÓßÐÍÚÈ¶ËÚÑ;ÌÓÍÚÎ�ÞFÈVÌFÊ�Ê�ËÏÉ\ÌFÔ²Ç;È¶Ù
ÍÚÉVÍÏÇ�ÎôÙqÊ7ÈfËÚÕ�ÒñÈxÌCÍÏì�ËÚÈùÙÖÈ¶ßÐÈxÔvÍÏÎÐÉ\Ñ�÷�È¶ËÚÈ�ÌFÊ�Ê�ß�ÎÐÈxÛ=í ÆNÇ�È¶ÙÚÈ�ÌÓÊ�Õ
Ê�ËÚÉ�ÌFÔ²Ç�ÈxÙ�ÌÓËÏÈJ×;Ì\ÙÖÈxÛjÉFÑ+ÍÏÇ�È�Æzr�Õ1r pts ò¶ÞFÈxÔvÍÚÉ\Ë·ú�ì;ÌFÑ\ÍÏÎ<;xÌCÍÏÎÐÉ\Ñ�ò
ÌÓÑ;Û£ÙÚÔ¶ÌÓßôÌÓË�ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�òBËÚÈxÙÖÊ7È¶Ô¡ÍÚÎ�ÞFÈfß�çFòBÌFÑ;ÛéÌÓËÏÈ�ÛBÈxÙÚÔfËÚÎ�×7È¶Û
ÎÐÑ£ÍÚÇ;Î�Ù_ÙÚÈ¶Ô¡ÍÚÎ�ÉFÑ�í
�*��� Ã\�6���êÂ*�-�>�K���S���>��� Â ��6��
ÆNÇ�Èºû;Ë²ÙwÍ+Î�ÜºÌFÝFÈºÎ�Ñ;ÛBÈ¡ïBÎ�Ñ�Ý?ÜºÈ¡ÍÏÇ�ÉBÛêìzÙÖÈxÛêÎ�ÑùÍÚÇ�ÈZÔfÉFÜºÊ;ÌFËÚÎÐÕ
ÙÖÉ\ÑRÎ�ÙQ×;Ì\ÙÖÈxÛ+ÉFÑRÍÚÇ�ÈWróÈfßÐÒ Õ p ËÚÝ�ÌÓÑ�Î�;fÎ�Ñ�Ý s ÌFÊqàDr pts å?( ��+ØíoÆNÇ�Èr pts Û�È¡û;Ñ�ÈxÙRÌÓÑùÈfßôÌFÙÖÍÚÎôÔºÑ�ÈfÍRÉÓÒ�Ê7ÉFÎ�Ñ�ÍÏÙjÍÏÇ;ÌCÍëÌFËÚÈWû�ÍÚÍÚÈ¶ÛùÍÏÉ
ÍÚÇ�È�Î�Ñ�Ê�ìBÍkÙÖÊ;Ì\Ô¡È\íkãØÍëÔ¶ÌÓÑùÍÚÇóì;Ùj×7ÈZì;ÙÚÈ¶Û�ÍÚÉ?ÞóÎôÙÖìzÌÓß�Î<;¶ÈkÜWì�ßÐÕ
ÍÚÎôÛBÎÐÜºÈ¶Ñ;ÙÖÎ�ÉFÑzÌÓßTÛ�ÌÓÍÏÌ;ò�ì;ÙÚì;ÌÓß�ß�ç�ÉFÑ�Ì£Íw÷PÉÓÕöÛBÎÐÜºÈ¶Ñ;ÙÖÎ�ÉFÑzÌÓßoÝFËÏÎ�Û�í
ÆNÇ�ÈUr pts ÔfÉFÑ;ÙÚÎ�ÙÖÍÏÙ_ÉÓÒ¸Ì�ËÏÈfÝFì;ß�ÌFË�ÝFËÏÎ�Û£ÉÓÒ¸Ñ;Èfì�ËÏÉFÑ;Ù_÷�Ç�ÈfËÏÈRÌ
ÜkÉBÛBÈ¶ß\Þ\È¶Ô¡ÍÚÉFË·Î�ÙQÌFÙÏÙÚÉóÔfÎ�ÌÓÍÚÈxÛj÷�ÎðÍÏÇRÈ¶Ì\Ô²ÇRÜ�ÌÓÊRì�Ñ;ÎðÍxíQÆNÇ�È�Ü�ÌÓÊ
ÌCÍÖÍÏÈfÜºÊBÍ²ÙQÍÚÉ+ËÏÈfÊ�ËÏÈ¶ÙÚÈfÑ�ÍQÌFßÐßóÍÏÇ�È_Ì9ÞCÌÓÎ�ß�ÌF×�ß�È�É\×;ÙÖÈ¶ËÚÞCÌÓÍÚÎ�ÉFÑ;Ù·÷�ÎðÍÏÇ
ÉFÊBÍÏÎÐÜ�ÌÓßzÌFÔfÔfì�Ë²ÌFÔ¡ç+ìzÙÖÎ�Ñ�ÝRÌ�ËÚÈxÙwÍÏËÚÎôÔvÍÏÈ¶ÛºÙÚÈ¡Í¸ÉÓÒcÜºÉBÛBÈfßôÙfíQãöÑºÉFËÚÕ
ÛBÈfË=ÍÏÉæÌÓß�ß�ÈfÞóÎ�ÌÓÍÚÈoÍÏÇ�ÈTÔ¡É\ÜºÊ�ìBÍÏÌÓÍÚÎ�ÉFÑ;ÌFßFÔ¡É\ÜºÊ�ßÐÈfïBÎðÍwç�ÉÓÒóÍÚË²ÌÓÎ�Ñ�Î�Ñ�Ý
ß�ÌFËÚÝ\È8r pts ÙfòB÷PÈjì;ÙÖÈ+ÌºÙÚÊzÈxÔ¡ÎôÌÓßcÒñÉFËÏÜ ÉFÒ�ÍÚÇ;È�r pts òBÑ;ÌFÜkÈ¶ßÐç
ÍÚÇ�È�Æ·ËÚÈ¶È�r�ÍÏËÚìzÔvÍÚì;ËÚÈxÛUróÈ¶ßðÒ Õ p ËÚÝ�ÌÓÑ�Î�;fÎ�Ñ�Ý s ÌÓÊ£àGÆzr�Õ1r pts åC( � +Øí
ÆNÇ�ÈTÆzr�Õ1r pts ÎôÙ�ì;ÙÚÈ¶Û�ÍÏÉ_ËÚÈ¶Ê�ËÏÈ¶ÙÚÈfÑ�Í=ÍÚÇ�ÈPÛ�ÌCÍ²ÌÓ×;Ì\ÙÖÈJÎ�ÑëÙÚÈfÞ\ÈfË²ÌÓß
Ç�ÎÐÈ¶ËÏÌFËÏÔ²Ç;Î�Ô¶ÌÓßoÍw÷PÉÓÕöÛBÎÐÜºÈ¶Ñ;ÙÖÎ�ÉFÑzÌÓß¸ßôÌCÍÚÍÚÎôÔ¡È¶ÙëÉÓÒ�Ñ�È¶ì�ËÚÉ\Ñ;Ù¶íR:�ÌFÔ²Ç
ÒñÈ¶ÌCÍÏì�ËÏÈëÎôÙ_ì;ÙÚÈ¶ÛüÙÚÈfÊzÌÓË²ÌCÍÚÈ¶ßÐç�ÍÚÉqÍÚË²ÌÓÎ�ÑüÌqÔfÉFËÏËÚÈxÙÖÊ7ÉFÑ;Û�ÎÐÑ�ÝZÆzróÕr pts ÙwÍÏËÚì;Ô¡ÍÚì�ËÏÈFíNîæÙ_ÍÚÇ�È�r pts ÌÓß�ÝFÉ\ËÚÎÐÍÚÇ�Ü ÉFËÏÝ\ÌÓÑ;Î<;¶È¶Ù�ÙÚÎÐÜºÎÐÕ
ß�ÌFË¸ÒñÈ¶ÌÓÍÚì�ËÏÈ_Þ\È¶ÔvÍÏÉFË²ÙJÎ�ÑqÑ�ÈxÌÓËÏ×�çWÑ�Èfì;ËÚÉ\Ñ;Ùfò\ÍÚÇ;ÈæËÏÈ¶ÙÚì�ßðÍÏÎÐÑ;ÝRÜ�ÌÓÊ
Ô¡ÉFÑ�Í²ÌÓÎ�Ñ;ÙëÌ�ËÚÈ¶Ê�ËÚÈxÙÖÈ¶Ñ�ÍÏÌCÍÏÎÐÉ\Ñ�ÉÓÒ�ÍÚÇ;È�Û�ÌÓÍÏÌÓ×zÌFÙÚÈZ÷�ÎðÍÏÇyÙÚÎÐÜºÎ�ß�ÌFË
ÎÐÜ�ÌÓÝ\È¶Ù¶òxÌ\ÔfÔfÉFË²ÛBÎÐÑ;Ý�ÍÚÉæÍÚÇ�È�ÝFÎ�ÞFÈfÑjÒñÈxÌCÍÏì�ËÚÈ\òCßÐÉBÔ¶ÌCÍÚÈxÛjÑ�È¶ÌFË·ÈxÌFÔ²Ç
ÉÓÍÚÇ;ÈfËxí�ÆNÇ�ÈjÍÏËÚÈ¶ÈRÙwÍÏËÚì;Ô¡ÍÚì�ËÏÈ+ÉÓÒoÍÏÇ�ÈRÆzr�Õ1r pts ò�É\ÑéÍÚÇ�È+ÉFÍÚÇ�È¶Ë
Ç;ÌÓÑ;Û�òÓÊ�ËÏÉCÞ�ÎôÛBÈxÙ·ÙÚÈfÞ\ÈfË²ÌÓßóÜ�ÌÓÊëß�ÈfÞ\ÈfßôÙQÒñÉFËÏÜºÎÐÑ�ÝjÌ�ÙÖÈfÍoÉFÒ r pts Ù
÷�ÎðÍÏÇéÛ�ÎðýcÈfËÏÈfÑ�Í_ËÏÈ¶ÙÚÉFß�ìBÍÚÎ�ÉFÑ;Ù¶í
�ÎÐÍÚÇùÍÚÇ;ÈZÆzr�Õ�r pts ÌFßÐÝ\ÉFËÏÎðÍÏÇ�Üéò=ÍÚÇ;ÈZÙÖçBÙÖÍÚÈfÜÿÜºÌFËÚõBÙ�ÍÚÇ;È
ÎÐÜ�ÌÓÝ\È¶ÙQÙÖÈ¶ßÐÈxÔvÍÏÈ¶ÛR×óçjÍÏÇ�È�ìzÙÖÈ¶ËQ÷�ÎÐÍÚÇkÌæÊ7É\ÙÚÎÐÍÚÎ�ÞFÈPÞ9ÌFßÐì;ÈPÌFÑ;ÛjÍÚÇ;È
ÉÓÍÚÇ;ÈfËjÎÐÜ�ÌFÝFÈ¶Ù�÷�ÎÐÍÚÇ�ÌqÑ;ÈfÝ\ÌÓÍÚÎ�ÞFÈkÞCÌÓß�ì�ÈWÎ�ÑùÎðÍ²ÙjÎÐÑ�ÍÚÈ¶ËÚÑzÌÓßJÛ�ÌCÍ²Ì
ÙwÍÏËÚì;Ô¡ÍÚì�ËÏÈFíyÆNÇ�È¶ÙÚÈ�ÞCÌFßÐì�ÈxÙºÌÓËÏÈqÍÏÇ�ÈfÑgÙÖì;ÜkÜºÈxÛVì�Ê'ÎÐÑyÍÚÇ;ÈfÎ�Ë



×zÈxÙwÍÚÕ|Ü�ÌÓÍÏÔ²Ç�Î�Ñ�Ý r pts ì�Ñ�ÎÐÍÏÙTÎÐÑºÈ¶Ì\Ô²ÇWÉFÒzÍÏÇ�È_Æzr�Õ1r pts Ü�ÌÓÊ;Ù¶í
:TÌ\Ô²Ç r pts ß�ÈfÞFÈ¶ß�Î�Ù�ÍÚÇ�È¶ÑyÍÏËÚÈxÌCÍÏÈ¶ÛgÌFÙ�ÌêÍw÷PÉÓÕöÛBÎÐÜºÈ¶Ñ;ÙÖÎ�ÉFÑzÌÓß
Ü�ÌCÍÚËÏÎÐïqÒñÉFËÏÜºÈ¶ÛéÉFÒQÞCÌÓß�ì�ÈxÙæÛBÈxÙÚÔfËÚÎ�×�Î�Ñ�ÝºÍÚÇ�Èëì;ÙÖÈ¶Ë/w Ù�ËÏÈ¶ÙÚÊzÉ\Ñ;ÙÚÈ¶Ù
ÍÚÉ�ÍÚÇ�ÈºÔ¡É\Ñ�ÍÚÈfÑ�Í²ÙæÉFÒ¸ÍÚÇ�ÈºÜ�ÌÓÊ�ì�Ñ�ÎÐÍ¶íëøQÎ�Ñ;ÌÓß�ßÐç\òcÍÚÇ�ÈkÜ�ÌÓÊêÜºÌÓÕ
ÍÚËÏÎ�ÔfÈ¶Ù�ÌÓËÏÈ?ßÐÉC÷NÕØÊ;ÌFÙÏÙºû;ßÐÍÚÈ¶ËÚÈxÛ�÷�ÎÐÍÚÇ � ÌFì;ÙÚÙÚÎôÌÓÑ�Ô¡É\Ñ�Þ\ÉFß�ìBÍÚÎ�ÉFÑ
Ü�ÌFÙÚõóÙ�Î�ÑuÉFË²ÛBÈ¶ËqÍÏÉ'ÙÚÊ�ËÏÈ¶ÌFÛ�ÍÚÇ�Èùì;ÙÚÈfËSw Ù£ËÏÈ¶ÙÚÊzÉ\Ñ;ÙÖÈxÙ�ÍÏÉLÍÏÇ�È
Ñ�ÈfÎ�ÝFÇó×7ÉFËÏÎÐÑ;Ý�ì�Ñ�ÎÐÍÏÙk÷�Ç�ÎôÔ²Ç�ò¸×óçAÊ�ËÏÈ¶ÙÚì�ÜºÊBÍÏÎÐÉ\Ñ�òTÔ¡É\Ñ�ÍÏÌÓÎ�ÑLÎ�ÜkÕ
ÌÓÝ\È¶ÙQÍÚÇzÌCÍ�ÌFËÚÈPÍÚÉWÙÖÉ\ÜkÈ�ÈfïóÍÚÈfÑ�ÍTÙÚÎÐÜºÎ�ß�ÌFËJÍÚÉRÍÚÇ�È�Ê�ËÏÈ¶ÙÚÈfÑ�Í¸É\Ñ�È¶Ù¶ír�ÍÏÌFËÖÍÏÎÐÑ;ÝjÒñËÚÉ\Ü5ÍÚÇ;Ètr pts ì�Ñ�ÎÐÍ�ÇzÌ9Þ�Î�Ñ�Ý�ÍÚÇ;È_ß�ÌFËÚÝ\È¶ÙÖÍ¸ËÚÈxÙÖÊ7ÉFÑzÙÖÈ
ÌCÒ ÍÏÈfËPÍÚÇ�ÈjÔ¡É\ÑóÞFÉFß�ìBÍÏÎÐÉ\Ñ�òFÍÏÇ�È+ÌÓß�ÝFÉ\ËÚÎÐÍÚÇ�Ü ËÏÈ¡ÍÏËÚÎ�ÈfÞ\È¶ÙTÍÚÇ�È�ÎÐÜ�ÌFÝFÈ
÷�Ç�É\ÙÚÈWÒñÈ¶ÌCÍÏì�ËÏÈkÞ\È¶Ô¡ÍÚÉFË�ÎôÙjÑ�È¶ÌFËÚÈxÙwÍ�ÍÚÉ�ÍÚÇ�È�÷PÈfÎ�ÝFÇ�ÍjÞFÈxÔvÍÚÉ\Ë�Î�Ñ
ÍÚÇ;ÌÓÍTì�Ñ�ÎÐÍ¶íoãØÒcÍÚÇzÌCÍTÎ�Ü�ÌÓÝFÈ�ÇzÌFÙJÑ�ÉFÍ¸×zÈ¶ÈfÑZÙÚÇ�ÉC÷�ÑkÍÚÉjÍÏÇ�È_ì;ÙÚÈfËxò
ÎðÍ�Î�ÙæÜ�ÌÓËÏõFÈ¶Û�ÍÏÉq×7ÈWÙÚÇ�ÉC÷�ÑéÉFÑ?ÍÏÇ�ÈëÑ�ÈfïóÍæËÚÉ\ì�Ñ;Û=í_ÆNÇ;Î�Ù�Ê�ËÏÉÓÕ
Ô¡ÈxÙÚÙQÎôÙJÔ¡ÉFÑ�ÍÏÎÐÑóì�ÈxÛë÷�ÎÐÍÚÇkÍÚÇ;ÈNÙÚÈ¶ÔfÉFÑ;ÛWßôÌÓËÏÝFÈ¶ÙÖÍoÞ9ÌFßÐì;ÈNÌFÑ;ÛkÙÖÉ�ÉFÑ
ì�Ñ�ÍÚÎ�ßzÌjÊ�ËÏÈ¶ÙÚÈ¡Í¸Ñóì�ÜW×zÈ¶ËTÉFÒcÑ;Èf÷'ÎÐÜ�ÌÓÝ\È¶ÙJÇzÌ9ÞFÈ�×7ÈfÈfÑZÙÚÈfß�È¶Ô¡ÍÚÈxÛ=í
�*� - � �������A��� ���	� ��
���m��
����
ÆNÇ�È+ì;ÙÚÈjÉÓÒJr pts Ù�Î�ÑéÎÐÑ;Û�È¡ïBÎÐÑ;ÝkÎ�Ü�ÌÓÝ\È¶Ù�ÌFÔ¶Ô¡É\ËÏÛBÎ�Ñ�ÝWÍÚÉºÍÏÇ�ÈfÎ�Ë
ÜëìBÍÏì;ÌÓßPÙÖÎ�ÜºÎÐßôÌÓËÏÎÐÍwçùÔ¶ÌÓÑV×7ÈqËÏÈfÝ�ÌÓË²ÛBÈ¶ÛùÌFÙWÌ�ÙÚÊzÈxÔ¡ÎôÌÓß�Ô¶ÌFÙÚÈZÉÓÒ
�,�$����� ����� � ������� ����������à��! jåvíCãöÑkÍÚÇ�ÈNÝ\ÈfÑ�È¶ËÏÌFßóÔ¶ÌFÙÚÈ�ÉFÒ"�! Wò9ÍÏÇ�È
ÍÚÉ\ÊzÉ\ßÐÉ\ÝFÎôÔfÌÓß=É\ËÏÛ�ÈfËÏÎÐÑ�ÝkÊ�ËÏÉCÞóÎ�ÛBÈxÛ£×�çqÍÚÇ�ÈëÜºÌFÊéß�ÌÓÍÖÍÚÎôÔ¡ÈëÎ�Ù�ß�É\ÙÖÍ
ÌÓÑ;ÛVÍÚÇ�ÈéÙÚÎÐÜºÎ�ß�ÌFËÚÎÐÍwç�ÉÓÒ_Íw÷PÉ�Î�Ü�ÌÓÝFÈxÙëÎôÙkÔ²Ç;ÌÓË²ÌFÔ¡ÍÚÈfËÏÎ�;fÈ¶Û�É\Ñ�ß�ç
×óçq÷�Ç�ÈfÍÚÇ�È¶Ë�ÍÚÇ�È¶ç�ÌFËÚÈ+Ü�ÌÓÊ;ÊzÈxÛqÍÏÉZÙÚÌFÜºÈRú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ£×�ÎÐÑ�í
ÆNÇ�È�ÜºÉBÛBÈfß�ÞFÈ¶Ô¡ÍÚÉ\ËÏÙjÉ\×BÍÏÌFÎÐÑ�ÈxÛù×�çêÍÚË²ÌÓÎ�Ñ�Î�Ñ�Ý£ÍÚÇ�È�Æzr�Õ�r pts Ù
ÔfÌFÑRÌÓßôÙÖÉ�×7ÈTì;ÙÚÈ¶ÛëÌFÙ#�! yÔfÉóÛ�Èf×7É�É\õBÙfí�î�Ù�ÍÏÇ�ÈTÞ\È¶Ô¡ÍÚÉFË·ú\ìzÌÓÑ�ÍÚÎÐÕ
;¶ÌÓÍÚÎ�ÉFÑëÊ;ËÚÉBÛBì;ÔfÈ¶Ûë×�çjÍÏÇ�È�Æzr�Õ1r pts ÎôÙQ×�çëÑ�É�ÜºÈxÌÓÑ;ÙQÉFÊ�ÍÚÎ�ÜºÌFß
ÒñÉFË�ËÚÈ¶Ê�ËÏÈ¶ÙÚÈfÑ�ÍÚÎ�Ñ�ÝZÍÏÇ�ÈºÉFËÏÎÐÝ\ÎÐÑzÌÓß·Û;ÌCÍÏÌ£ÛBÎôÙwÍÏËÚÎ�×�ìBÍÏÎÐÉ\Ñ�ò�ÌÓßÐÍÚÈ¶ËÚÑzÌCÕ
ÍÚÎ�ÞFÈ_ú�ì;ÌFÑ\ÍÏÎ<;xÌCÍÏÎÐÉ\ÑWÍÏÈ¶Ô²Ç�Ñ;Î�ú�ì�ÈxÙ¸ÔfÌFÑºÌFß�ÙÚÉj×zÈæì;ÙÖÈxÛ=íJÆNÇ�È¶ÙÚÈ�Î�ÑBÕ
Ô¡ß�ì;ÛBÈ�ÍÚÇ�ÈN÷PÈfß�ßðÕØõóÑ�ÉC÷�Ñ%$üÕ|ÜºÈ¶ÌFÑ;Ù·ÉFË S�Î�Ñ;ÛBÈfÕØâPìZ;¶ÉÓÕ � ËÏÌ9ç�ÞFÈxÔvÕ
ÍÚÉ\Ë�ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ ('&\+Øí)�ÎÐÍÚÇüÈ¶ÎðÍÏÇ�ÈfËjú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�ò�ÍÚÇ;ÈRÒñÈ¶ÌÓÕ
ÍÚì�ËÏÈ+ÞFÈxÔvÍÏÉFË²ÙPÌFËÚÈ+ÛBÎ�ÞóÎ�Û�È¶Û£ÎÐÑ?ÙÚì�×;ÙÚÈ¡Í²Ù�ÎÐÑé÷�Ç�ÎôÔ²Ç£ÍÚÇ�È+Þ\È¶Ô¡ÍÚÉFË²Ù
ËÚÈxÙÖÈ¶Üë×�ß�ÈkÈ¶ÌFÔ²ÇêÉÓÍÏÇ�ÈfËxíkÆNÇ;É\ÙÚÈkì;Ñ;ÙÖÈ¶ÈfÑùÎÐÜ�ÌFÝFÈ¶Ù�÷�Ç�ÎôÔ²ÇùÇ;Ì9ÞFÈ
ÒGÌÓß�ßÐÈ¶ÑVÎ�Ñ\ÍÏÉ?ÍÚÇ;È�ÙÏÌÓÜºÈqú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑA×;ÎÐÑ;ÙkÌFÙRÍÚÇ�È�ÊzÉ�ÙÖÎÐÍÚÎ�ÞFÈfÕ
Ü�ÌÓËÏõFÈ¶Û£ÙÚÇ�ÉC÷�Ñ�Î�Ü�ÌÓÝ\È¶Ù�ÌÓËÏÈ�ÍÚÇ�È¶Ñ?ÝFÉóÉBÛ�Ô¶ÌÓÑ;Û�Î�Û�ÌÓÍÚÈxÙNÒñÉFËNÍÏÇ�È
Ñ�È¡ïóÍ_Î�Ü�ÌÓÝFÈxÙ�ÍÚÉ�×7ÈRÛBÎ�ÙÚÊ�ßôÌ9çFÈxÛ�ÍÚÉºÍÏÇ�È+ì;ÙÚÈfËxí
ÆNÇ;È�ú�ì;ÌFÑ\ÍÏÎ<;xÌCÍÏÎÐÉ\Ñq×�Î�Ñ;ÙNÔfÌFÑq×7ÈjÛ�ÎÐÞóÎôÛBÈ¶ÛqÎÐÑ�ÍÚÉWÍÚÇ;È�ÒñÉ\ßÐß�ÉC÷NÕ
ÎÐÑ;Ý?ÒñÉFì�ËWÔfÌCÍÏÈfÝ\ÉFËÏÎÐÈxÙfò·ÎÐÑLÛ�È¶Ô¡ËÏÈ¶Ì\ÙÖÎ�Ñ�ÝéÉFË²ÛBÈ¶ËRÉÓÒ�Î�ÜkÊ7ÉFËÚÍÏÌFÑ;Ô¡È\í
øQÎÐË²ÙwÍxò\×;ÎÐÑ;Ù�Ô¡É\Ñ\Í²ÌÓÎ�Ñ�Î�Ñ�ÝR×7ÉÓÍÚÇ�Ê7É\ÙÚÎÐÍÚÎ�ÞFÈæÙÚÈfÈ¶Ñ�ÎÐÜ�ÌÓÝ\È¶Ù�ÌÓÑ;Ûºç\È¡Í
ì�Ñ;ÙÚÈfÈ¶ÑëÎ�ÜºÌFÝFÈxÙfíQÆNÇ�È¶ÙÚÈN×�ÎÐÑzÙ�ÒñÉ\ËÚÜ5Ì�Ñ;ÌÓÍÚì�Ë²ÌÓßóÙÚì�×;ÙÚÈ¡ÍoÍÚÉjÔ¡É\ÑBÕ
Ô¡È¶Ñ\ÍÏËÏÌÓÍÚÈPÉFÑk÷�Ç�ÈfÑºÙÚÈ¶ÌÓË²Ô²Ç�Î�Ñ�Ý_ÒñÉ\ËoÑ�Èf÷yÎÐÜ�ÌÓÝ\È¶ÙoÌÓÑzÛRÍÏÇ�ÈfçëÔ¶ÌÓÑ
×zÈºÙÏÔ¡ÉFËÏÈ¶Ûü×�çéÍÏÇ�ÈkÒñËÏÌ\ÔvÍÏÎÐÉ\ÑüÉÓÒPÊzÉ�ÙÖÎÐÍÚÎ�ÞFÈWÎÐÜ�ÌÓÝ\È¶Ù�Î�ÑêÌÓß�ßJÙÖÈ¶ÈfÑ
ÎÐÜ�ÌFÝFÈ¶ÙëÎÐÑVÍÚÇ�È¶Ü£íùÆNÇ�È�ÙÚÈ¶ÔfÉFÑ;ÛAÔ¶ÌCÍÏÈfÝFÉ\ËÚçùÔ¡É\Ñ;ÙÖÎôÙÖÍÏÙRÉFÒ_×�Î�Ñ;Ù
Ô¡É\Ñ\Í²ÌÓÎ�Ñ�Î�Ñ�Ý�É\Ñ�ßÐç�ì�ÑzÙÖÈ¶ÈfÑLÎ�Ü�ÌÓÝ\È¶Ù¶íVÆNÇ�ÈqÍÏÇ�Î�ËÏÛyÔfÌCÍÏÈfÝ\ÉFËÏçêÎôÙ
ÒñÉFËÏÜºÈ¶Û�ÉÓÒ_×;ÎÐÑ;ÙW÷�Ç�É�ÙÖÈqÌFßÐßPÙÖÈ¶ÈfÑVÎ�Ü�ÌÓÝ\È¶Ù+Ç;Ì9Þ\ÈZ×7ÈfÈfÑLÑ�ÈfÝ�ÌCÕ
ÍÚÎ�ÞFÈ\íqÆNÇ�È¶ÙÚÈ�×�Î�Ñ;ÙRÌFËÚÈ�ÙÚÉFËÚÍÚÈ¶Ûê×óçüÍÏÇ�ÈZË²ÌCÍÚÎ�ÉéÉÓÒNì�Ñ;ÙÚÈfÈ¶ÑùÎ�ÜkÕ
ÌÓÝ\È¶ÙQÍÚÉRÌFßÐßzÎÐÜ�ÌFÝFÈ¶ÙoÎ�ÑºÍÚÇ;ÈfÜéíJÆNÇ�È�ß�Ì\ÙwÍPÔfÌCÍÏÈfÝ\ÉFËÏçRÔ¡ÉFÑzÙÖÎôÙwÍ²ÙJÉÓÒ
×�Î�Ñ;Ù_Ç;Ì9ÞóÎ�Ñ�ÝºÑ�ÉZì�ÑzÙÖÈ¶ÈfÑéÎÐÜ�ÌFÝFÈ¶Ù¶íNÆNÇ�È¶ÙÚÈRÌÓËÏÈ+ÉÓÒJÑ�É�Î�Ñ�ÍÚÈfËÏÈ¶ÙÖÍ
ÌÓÑ;ÛAÔ¶ÌÓÑ�×7È�ÛBÎôÙÚÔ¶ÌÓË²ÛBÈ¶Û�í?á�É\Ñ;ÙÖÈxú�ì�ÈfÑ�ÍÚß�çFò·ÍÚÇ;È�ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ
×�Î�Ñ;Ù¸ÌÓËÏÈ�ÙÚÔfÉFËÏÈ¶ÛkÌÓÑ;ÛºÙÚÉFËÚÍÚÈxÛkÌ\ÔfÔfÉFË²ÛBÎÐÑ;ÝæÍÏÉjÍÚÇ�Èæú�ì;ÌFßÐÎÐûzÔ¶ÌCÍÚÎ�ÉFÑ
ÞCÌÓß�ì�È

(*) E
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� Q j k/j k/ @ j!0/ òBÎÐÒ�N @)214365 N D) 173
� òBÎÐÒ�N @) E 365 N B) E 365 NKD) 143j98/j / òBÎÐÒ�N @) E 365 N B) 17365 NKD) 1433 òBÉÓÍÏÇ�ÈfËÏ÷�ÎôÙÖÈ
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÷�Ç�ÈfËÏÈ N @) ò N B) ò�ÌFÑ;Û�NKD) ÌÓËÏÈ�ÍÏÇ�ÈæÑóì�ÜW×zÈ¶ËÏÙ¸ÉÓÒ=ÊzÉ�ÙÖÎÐÍÚÎ�ÞFÈ_ÌFÑ;ÛÑ�ÈfÝ�ÌCÍÚÎ�ÞFÈ£ÙÖÈ¶ÈfÑ'ÎÐÜ�ÌFÝFÈ¶ÙkÌÓÑzÛLì�ÑzÙÖÈ¶ÈfÑ'ÎÐÜ�ÌÓÝ\È¶Ù¶ò¸ËÏÈ¶ÙÚÊzÈxÔvÍÚÎ�ÞFÈ¶ßÐç\ò
ÜºÌFÊ�Ê7È¶ÛyÍÚÉ�ÞFÈxÔvÍÏÉFËZú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ'×�Î�Ñ4:Ïí N ) Î�ÙºÍÏÇ�ÈéÍÚÉFÍÏÌFß
Ñ�ì;Üë×7ÈfË�ÉÓÒoÎ�ÜºÌFÝFÈxÙ�Î�Ñ£ÍÚÇ�È+×;ÎÐÑ�í
ø;ËÚÉ\Ü�ÈxÌFÔ²Ç�Þ\È¶ÔvÍÏÉFË£ú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�ò_ÌFÑ~ÎÐÜ�ÌFÝFÈêÙÚì�×;ÙÚÈ¡Í£ÉÓÒ$ Î�ÜºÌFÝFÈxÙTÎôÙNÙÖÈ¶ßÐÈxÔvÍÚÈxÛZÎ�ÑZÍÏÇ�ÈjÉFË²ÛBÈfË�ÉÓÒ·ÛBÈxÙÚÔfÈfÑ;Û�ÎÐÑ�Ý (*) í¸ÆNÇ�È
ÎÐÜ�ÌÓÝ\È¶Ù·ÒñËÏÉFÜ5×�Î�Ñ;Ù¸ÔfÉFÑ�ÍÏÌFÎÐÑ;ÎÐÑ�Ý�Ê7É\ÙÚÎðÍÏÎÐÞ\ÈPÎ�Ü�ÌÓÝ\È¶Ù¶òÓÎÐÈ\í9ÍÚÇ�ÈNûzËÏÙÖÍ
ÔfÌCÍÏÈfÝ\ÉFËÏç£Î�Ñgà���å¡ò�ÌÓËÏÈkÊ�Î�Ô²õ\È¶Û�ì�Ñ�ÍÚÎ�ßJÍÚÇ�Èºß�ÎÐÜºÎÐÍRÉÓÒ;$�Î�Ü�ÌÓÝFÈxÙ
Î�ÙjËÏÈ¶Ì\Ô²Ç�È¶Û=íkãØÒPÍÚÇ�È¶ËÚÈ�ÌÓËÏÈºÑ�ÉÓÍ+È¶Ñ�ÉFì�Ý\ÇêÎ�Ü�ÌÓÝ\È¶Ù�ÎÐÑùÍÏÇ;ÌCÍ+×�Î�Ñ
ÍÚÇ�È�Ê�Î�Ô²õóÎ�Ñ�ÝëÎôÙPÔ¡ÉFÑ�ÍÏÎÐÑóì�ÈxÛ�ÎÐÑZÍÚÇ�È�×�ÎÐÑ�÷�ÎðÍÏÇ�ÍÚÇ;È�Ñ�ÈfïóÍ�ßôÌÓËÏÝFÈ¶ÙÖÍ(*) ÌÓÑzÛùÙÚÉéÉFÑ�í�ãØÒ�ÍÏÇ�ÈqÔfÉFì�Ñ�Í%$ Ô¡É\ì�ßôÛêÑ;ÉÓÍR×7È�û;ß�ßÐÈxÛ�ÒñËÏÉFÜ
×�ÎÐÑzÙæ÷�ÎÐÍÚÇ ( ) ßôÌÓËÏÝFÈfËNÍÏÇ;ÌÓÑ�ÉFÑ�È\ò;ÍÏÇ�ÈëËÏÈfÜ�ÌÓÎ�Ñ�Î�Ñ�Ý�Î�ÜºÌFÝFÈxÙæÌÓËÏÈ
Ê�Î�Ô²õ\È¶Û�ÒñËÏÉFÜ ÍÚÇ�È+ÒñÉ\ßÐß�ÉC÷�Î�Ñ�Ý�ÔfÌCÍÏÈfÝ\ÉFËÏÎÐÈxÙNì;ÙÖÎ�Ñ�ÝZ×;ËÚÈxÌFÛóÍÏÇ�ûzËÏÙÖÍ
ÙÖÈxÌÓË²Ô²Ç�òcÎÐÈ\í7Ê;Î�Ô²õóÎ�Ñ�Ý�É\Ñ�ß�ç?ÉFÑ�ÈWÎÐÜ�ÌÓÝ\ÈëÒñËÏÉFÜ ÈxÌFÔ²Çü×;ÎÐÑ�íkÆNÇ�ÎôÙ
ÜkÉBÛBÈNÉFÒzÉFÊ7ÈfË²ÌCÍÏÎÐÉ\ÑëÎôÙfòFÇ�ÉC÷�È¶ÞFÈ¶Ë¶ò9ÉFÑ;ßÐç+Ñ�ÈxÔ¡ÈxÙÚÙÏÌÓËÏçjÎÐÑWÍÚÇ�È�È¶Ñ;Û
ÉÓÒ¸ÌÓÑüÈfïBÇ;ÌÓì;ÙÖÍÚÎ�ÞFÈRú�ì�È¶ËÚç\í):TÌ\Ô²ÇéÎÐÜ�ÌÓÝ\È+ÍÚÇzÌCÍ�ÎôÙ_Î�Ñ;ÔfßÐì;Û�È¶ÛüÎ�Ñ
ÍÚÇ�È�ËÚÈxÙÖì�ßÐÍÚÎ�Ñ�ÝüÎ�Ü�ÌÓÝ\ÈqÙÖì;×;ÙÖÈfÍëÎôÙWÌ\ÙÚÙÚÎÐÝ\Ñ�È¶ÛùÎÐÍÏÙkú�ì;ÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ
×�ÎÐÑ�w Ù_ú�ì;ÌFßÐÎÐûzÔ¶ÌCÍÚÎ�ÉFÑ�ÞCÌÓß�ì�È (*) í
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ãöÑAÍÚÇ�È�ÔfÌFÙÚÈZÉFÒ�ÙÏÔfÌFß�ÌFËëú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�ÍÏÇ�ÈqËÏÈ¶ÙÚÈfÜW×�ßôÌÓÑ;ÔfÈ�×zÈfÕ
Íw÷�È¶ÈfÑ~Î�Ü�ÌÓÝFÈxÙZÎôÙqÎ�Ñ~ÍÏÇ�Èêû;ËÏÙÖÍ�Ê;ß�Ì\Ô¡ÈüÒñÉ\ì�Ñ;Û�÷�ÎÐÍÚÇ�ËÚÈxÙÖÊ7È¶Ô¡Í
ÍÚÉZÉ\Ñ�ÈëÔ¡É\ÜºÊzÉ\Ñ�ÈfÑ�Í�ÉFÒ¸ÌºÒñÈ¶ÌÓÍÚì�ËÏÈRÞFÈxÔvÍÏÉFËxídrBÔfÌFß�ÌFËæú�ì;ÌÓÑ�ÍÚÎ�;¶ÌÓÕ
ÍÚÎ�ÉFÑAÔfÌFÑù×7ÈZÉ\×BÍÏÌFÎÐÑ�ÈxÛù×�çêÉFË²ÛBÈfËÏÎ�Ñ�ÝqÍÏÇ�ÈZÞCÌÓß�ì�ÈxÙ+ÎÐÑAÔfÈfËÚÍÏÌÓÎ�Ñ
ÒñÈ¶ÌCÍÏì�ËÏÈëÞFÈxÔvÍÏÉFË�ÔfÉFÜºÊ7ÉFÑ�È¶Ñ\Íxí p Ë²ÛBÈ¶ËÚÈxÛéÞ9ÌFßÐì;È¶Ù�ÔfÌÓÑüÍÚÇ�È¶Ñ�×7È
ÛBÎÐÞóÎôÛBÈ¶ÛgÎ�ÑuÌ�Ê�ËÏÈ¶ÙÚÈ¡Í�Ñ�ì;Üë×7ÈfËqÉFÒRú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑg×�Î�Ñ;ÙqÈxÌFÔ²Ç
Ô¡ÉFÑ�Í²ÌÓÎ�Ñ�ÎÐÑ;ÝWÌëÒñÈf÷uÎ�Ü�ÌÓÝ\È¶Ù¶íQîæßÐß=Î�Ü�ÌÓÝFÈxÙPÎÐÑqÍÚÇ�Èj×�Î�Ñ£ÌFËÚÈæÍÚÇ�È¶Ñ
ÎÐÑ;Û�È¡ïBÈ¶Û'÷�ÎÐÍÚÇ~ÌÓÑ�Î�ÑóÞFÈ¶ËÏÙÚÈ£û;ßÐÈ\íH�Ç�È¶ÑgÍÚÇ�È�ÉFË²ÛBÈfËÏÎÐÑ;Ý�ÌFÑ;Û
Ô¡ËÏÈ¶ÌCÍÏÎÐÉ\ÑZÉÓÒ�ÍÚÇ�ÈjÎ�Ñ�Þ\ÈfË²ÙÖÈ�Î�ÙPËÏÈfÊ7È¶ÌÓÍÚÈ¶ÛZÒñÉFËNÌÓß�ß=Ô¡ÉFÜºÊ7ÉFÑ�È¶Ñ�ÍÏÙPÉÓÒ
ÍÚÇ�ÈPÊ;ÌÓËÚÍÚÎôÔ¡ì;ß�ÌFË�ÒñÈ¶ÌÓÍÚì�ËÏÈTÞ\È¶Ô¡ÍÚÉFËxòxÉFÑ�È�ÉF×BÍ²ÌÓÎ�Ñ;Ù·Û�ÎðýcÈfËÏÈfÑ�ÍJÙÚÔ¶ÌÓßôÌÓË
ú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�ÒñÉFË�È¶Ì\Ô²Ç�ÙÚÎÐÑ;ÝFß�ÈjÒñÈ¶ÌCÍÏì�ËÏÈjÔfÉFÜºÊ7ÉFÑ�È¶Ñ\Íxí
ÆNÇ�È+ÙÚÎÐÜºÎ�ß�ÌFËÚÎÐÍwç�ÉÓÒ�Íw÷�ÉkÎÐÜ�ÌFÝFÈ¶ÙNÔ¶ÌÓÑq×7ÈjÈ¡ïBÊ�ËÏÈ¶ÙÏÙÖÈxÛZ×óçºÍÚÇ;È
Ô¡ÉFì;Ñ\ÍWÉÓÒNÒñÈ¶ÌÓÍÚì�ËÏÈqÔ¡É\ÜºÊzÉ\Ñ�ÈfÑ�ÍÏÙRÒñÉFËW÷�Ç�Î�Ô²Ç�ÍÏÇ�Èfç�ÌÓËÏÈZú�ì;ÌÓÑ�Õ
ÍÚÎ�;fÈ¶ÛLÍÚÉ�ÙÏÌÓÜºÈq×�Î�Ñ�í �ÎðÍÏÇ =A@NòTÍÚÇ�È?ÙÚÈ¡ÍºÉÓÒæÊ7É\ÙÚÎÐÍÚÎ�ÞFÈéÙÖÈ¶ÈfÑ
ÎÐÜ�ÌÓÝ\È¶Ù¶òFÉ\Ñ�È�Ô¶ÌÓÑºÍÚÇ;ÈfÑZË²ÌÓÑ�õºÌÓß�ß;Î�Ü�ÌÓÝ\È¶Ù¸÷�Ç;Î�Ô²ÇqÌFËÚÈ�Ü�ÌFÊ�ÊzÈxÛ
ÍÚÉ�ÍÏÇ�ÈëÙÏÌÓÜºÈRÙÚÔ¶ÌÓßôÌÓËæú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\Ñé×�ÎÐÑüÌ\Ù�ÉFÑ;ÈRÉFË_ÜºÉ\ËÚÈ+Î�ÜkÕ
ÌÓÝFÈxÙ�ÉÓÒ�=A@Nò7×óç£ÔfÉFì�Ñ�ÍÏÎÐÑ�ÝZÍÚÇ�ÈRÉCÞ\ÈfË²ÌÓß�ß�ÙÖì;Ü ÉFÒ¸×�ÎÐÑzÙæÙÚÇ;ÌÓËÏÈ¶Û
×�çZÍÚÇ�È+Î�Ü�ÌÓÝFÈjÎ�Ñ?ú\ì;È¶ÙÖÍÚÎ�ÉFÑéÌÓÑ;Û�ÍÚÇ;È+ÎÐÜ�ÌÓÝ\È¶ÙPÉÓÒ =A@Ní
ãöÑ?É\ËÏÛBÈ¶Ë�ÍÚÉqÊ�ËÚÈ¶ÞFÈ¶Ñ\Í�ßÐÉ\Ñ�ÝFÈ¶Ë�ÒñÈ¶ÌÓÍÚì�ËÏÈRÞFÈxÔvÍÏÉFË²ÙPÒñËÚÉ\Ü ÛBÉ\ÜkÕ
ÎÐÑ;ÌÓÍÚÎ�Ñ�ÝêÍÚÇ�ÈéÔ¡ËÏÈ¶ÌÓÍÚÎ�ÉFÑVÉFÒ�ÍÚÇ�È?Ô¡É\Üë×�Î�Ñ�ÈxÛAÎÐÜ�ÌFÝFÈ�ÙÚÈ¡ÍºÎ�ÑVÍÚÇ;È
ÒñÉFß�ßÐÉC÷�Î�Ñ�ÝAÊ�ËÏÉBÔ¡È¶ÙÏÙÚÎÐÑ�ÝVÙÖÍÏÌFÝFÈ\òP÷PÈüÇ;Ì9Þ\È�ÛBÎ�ÞóÎ�ÛBÈxÛ'ÍÚÇ�ÈêÑóì�ÜkÕ
×zÈ¶Ë�ÉFÒcÊ7É\ÙÚÎÐÍÚÎ�ÞFÈ�ú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\Ñº×�ÎÐÑzÙ�ÙÚÇ;ÌÓËÏÈ¶Ûº×óçWÍÚÇ�È�Î�ÜºÌFÝFÈ_Î�Ñ
ú\ì;È¶ÙÖÍÚÎ�ÉFÑV÷�ÎÐÍÚÇAÍÏÇ�ÈéÛBÎÐÜºÈ¶Ñ;ÙÖÎ�ÉFÑzÌÓß�ÎðÍwç�ÉÓÒ�ÍÏÇ�ÈZÒñÈxÌCÍÏì�ËÚÈ�ÞFÈxÔvÍÚÉ\Ë
ÍÚÉºÉF×BÍ²ÌÓÎ�Ñ£ÍÚÇ�ÈRú�ì;ÌFßÐÎÐûzÔfÌÓÍÚÎ�ÉFÑ�Þ9ÌFßÐì;ÈjÒñÉFËNÍÚÇ;È+ÎÐÜ�ÌÓÝ\ÈFí
@ Å���6 Á ��� ÀjÃ � � � ��� � 65À�.
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ÆNÇ�ÈNÑ�È¡ïóÍ¸ÙwÍÏÈfÊkÎÐÑWÍÚÇ;ÈNÙÚçBÙwÍÏÈfÜ�ÉFÒ7øQÎÐÝ\ì�ËÏÈ �NÎôÙQÔfÉFÜW×�ÎÐÑ;ÎÐÑ�Ý�ÍÚÇ;È
ÊzÈ¶ËÖÕ|ÒñÈ¶ÌÓÍÚì�ËÏÈ_ÙÖì;×;ÙÖÈfÍÏÙTÉÓÒ=ÎÐÜ�ÌFÝFÈ¶Ù¸Ê�ËÚÉCÞóÎôÛBÈ¶Ûk×óçWÍÚÇ�Èæû;ËÏÙÖÍ�ÙÖÍÏÌFÝFÈ
ÉÓÒJÊ�ËÏÉóÔfÈ¶ÙÏÙÖÎ�Ñ�Ýzí s ÌÓÎ�Ñ�ß�çFò;ÍÚÇ�ÎôÙæÔfÉFÑ;ÙÚÎ�ÙÖÍÏÙ_ÉÓÒ¸ÙÖÎ�ÜºÊ�ß�çqÍ²ÌÓõóÎÐÑ;ÝZÌÓÑ
ì�Ñ�Î�ÉFÑZÉFÒ�ÍÚÇ�È�Î�ÜºÌFÝFÈ�ÙÖÈfÍÏÙ¶ò\×�ì�ÍPÍÏÇ�ÈfËÏÈ�ÌFËÚÈ_Íw÷�ÉWÎ�ÙÏÙÖì;È¶Ù�ËÚÈxú\ì;ÎÐËÚÕ
ÎÐÑ�ÝüÙÚÉFÜºÈ�Ô¡É\Ñ;ÙÚÎ�ÛBÈ¶ËÏÌÓÍÚÎ�ÉFÑ�ò·Ñ;ÌÓÜºÈ¶ßÐç�Û�È¶ÌÓß�Î�Ñ�Ý?÷�ÎðÍÏÇVÛBì�Ê�ß�ÎôÔfÌCÍÏÈ
ÎÐÜ�ÌÓÝ\È¶ÙNÌÓÑzÛ�ß�Î�ÜkÎÐÍÚÎ�Ñ�ÝºÍÏÇ�ÈRÙÖÎ�;fÈjÉFÒ·ÍÏÇ�ÈRÔ¡É\Üë×�Î�Ñ�È¶Û£ÙÚÈ¡Í¶í
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ãØÒ�ÍÚÇ;È�Î�Ü�ÌÓÝFÈ�ÞCÌÓß�ì�È¶ÙPÊ�ËÏÉCÞóÎ�Û�È¶Û�×óç�ÍÏÇ�ÈæûzËÏÙÖÍNÙÖÍÏÌFÝFÈjÌÓËÏÈ�Ì\Û�ÛBÎÐÕ
ÍÚÎ�ÞFÈFò=Î�ÈFícÍÏÇ�Èfç�Ê�ËÚÉCÞóÎôÛBÈFòcÎ�ÑùÌ\Û�ÛBÎÐÍÚÎ�ÉFÑêÍÚÉ£ÉFË²ÛBÎ�Ñ;ÌÓßJÙÏÔfÌÓß�ÈFò�ÌFß�ÙÚÉ
ÎÐÑBÒñÉ\ËÚÜ�ÌÓÍÚÎ�ÉFÑüÎ�ÑüÍÏÇ�È�ÛBÎðýcÈfËÏÈfÑzÔ¡È¶Ù�Î�ÑêÙÚÎ<;¶ÈW×7È¡Íw÷PÈfÈ¶Ñ�ÞCÌÓß�ì�È¶Ù¶ò=Ì



Ñ;ÌCÍÏì�Ë²ÌÓßF÷NÌ9ç�ÍÚÉ�ÔfÉFÜW×�ÎÐÑ;È¸ÍÚÇ;È�Î�Ü�ÌÓÝFÈ�ÙÖÈfÍÏÙ·Î�Ù�ÍÚÉ�ì;ÙÖÈ�ÞCÌÓß�ì�È�Ì\ÛóÕ
ÛBÎÐÍÚÎ�ÉFÑ+ÒñÉ\ËQÛBì;Ê�ßÐÎôÔfÌÓÍÚÈ�ÎÐÜ�ÌÓÝ\È¶Ù¶í�ÆNÇ�ÎôÙ�ËÏÈf÷NÌÓË²Û�Ù=Î�Ü�ÌÓÝ\È¶ÙQÔ¡ÉFÑzÙÖÎôÛóÕ
ÈfËÏÈ¶ÛqÊ�ËÚÉ\ÜºÎ�ÙÚÎÐÑ;ÝW×óçZÜWì�ßðÍÏÎÐÊ;ßÐÈjÒñÈxÌCÍÚì;ËÚÈxÙfòB÷�Ç�ÎôÔ²Ç�òB×óçqÌ\ÙÚÙÚì�ÜºÊBÕ
ÍÚÎ�ÉFÑ�òQÎôÙëÌüÛBÈxÙÖÎ�Ë²ÌÓ×�ß�È�Ê�ËÏÉFÊ7ÈfËÚÍwçFí�ÆNÇ;ÈqÔ¡É\Ñ�Þ\ÉFß�ÞFÈxÛ�ËÏÈ¶ÙÚÊzÉ\Ñ;ÙÚÈ¶Ù
ÉÓÒ�ÆzróÕ�r pts ÙWÌFÑ;ÛAÍÏÇ�È£ú�ì;ÌFßÐÎÐûzÔ¶ÌCÍÚÎ�ÉFÑLÞ9ÌFßÐì;È¶ÙWÊ�ËÚÉBÛBìzÔ¡È¶ÛL×óç
ÙÚÔ¶ÌÓßôÌÓË�ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑqÒñì�ßÐû;ßÐß�ÍÚÇ�ÎôÙ�ËÏÈ¶ú�ì�Î�ËÚÈ¶ÜºÈfÑ�Í¶í
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î_Ñ�ÉFÍÚÇ�È¶ËqÔ¡É\Üë×�Î�Ñ;ÌÓÍÚÎ�ÉFÑgÌÓÊ�Ê�ËÏÉ\Ì\Ô²Ç�òTÙÚì�ÎÐÍÏÌÓ×;ßÐÈéÒñÉ\ËqÌÓß�ß�ÎÐÜ�ÌFÝFÈ
ÙÖÈfÍÏÙ¶òÓÎôÙQÍÚÉ�ì;ÙÖÈNÜ�ÌCïBÎ�Ü�ÌÓßBÞCÌÓß�ì�È¶Ù·ÒñÉ\Ë¸ÛBì�Ê�ß�Î�Ô¶ÌCÍÏÈPÎ�Ü�ÌÓÝ\È¶Ù¶í·ÆNÇ�ÎôÙ
ËÚÈ¶ÜºÉCÞFÈ¶Ù�ÍÚÇ�ÈkÈ¡ýcÈ¶Ô¡Í�ÉFÒTÊzÉ�ÙÚÙÚÎ�×�ßÐÈkÙwÍÏËÚÉ\Ñ�ÝZÊ7É\ÙÚÎðÍÏÎÐÞ\ÈëËÏÈ¶ÙÚÊzÉ\Ñ;ÙÚÈ¶Ù
ÒñËÚÉ\ÜþÜWì�ßÐÍÚÎ�Ê�ßÐÈæÒñÈ¶ÌÓÍÚì�ËÏÈ¶Ù¶í s ÌCïBÎ�ÜºÌFß;ÞCÌÓß�ì�ÈæÔfÉFÜW×�ÎÐÑzÌCÍÚÎ�ÉFÑZÔ¶ÌÓÑ
ÍÚÇ�È¶ËÚÈfÒñÉFËÏÈT×7ÈPÔfÉFÑ;ÙÚÎôÛBÈfËÏÈ¶ÛRÌ\Ù·Ì�ÙÖÈxÔ¡É\Ñ;Û�ÌÓËÏç�ÉFÊBÍÏÎÐÉ\Ñ�í·ÆNÇ�ÈNÙÏÔ¡ÉFËÚÕ
ÎÐÑ;ÝºÒñì�Ñ;ÔvÍÏÎÐÉ\Ñ?ÉÓÒJÞFÈxÔvÍÏÉFË_ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑAà���åNÔfÌFÑ?×zÈëËÚÈ¶Ý\ÌÓË²ÛBÈxÛ
ÍÚÉAÊ�ËÏÉCÞóÎ�Û�È?ÉFÑ�ß�çyÉ\ËÏÛ�ÎÐÑ;ÌFß�ÞCÌÓß�ì�È¶Ù�ÌÓÑ;ÛyÍÚÇ;ÈfËÏÈ¡ÒñÉFËÏÈ?Ü�ÌCïBÎ�ÜºÌFß
Ô¡É\Üë×�Î�Ñ;ÌCÍÏÎÐÉ\Ñ�Ñ;ÈfÈ¶Û;ÙPÍÚÉº×zÈ+ìzÙÖÈxÛ�÷�ÎÐÍÚÇ£ÍÏÇ;ÌCÍæÌFßÐÝ\ÉFËÏÎðÍÏÇ�Üéí
� � ��� À215Â 071?0+ÅWÃ � � � � � � 65À�.
0+Â
ÆNÇ�ÈZßôÌFÙÖÍkÙÖÍÏÌFÝFÈ�ÉÓÒ_Ê;ËÚÉBÔ¡ÈxÙÚÙÚÎ�Ñ�Ý;òoÙÖÈ¶ÈqøQÎÐÝ\ì�ËÏÈK�FòoÎôÙRÎ�Ñ\ÍÏÈfÑ;Û�È¶Û
ÒñÉFËºÌ�ÙÚÈ¡ÍºÉÓÒæÊ7ÉÓÍÏÈfÑ�ÍÚÎôÌÓß�ß�çùËÏÈfß�ÈfÞCÌFÑ\ÍkÎÐÜ�ÌFÝFÈ¶Ù¶í��_È¶ËÚÈ\òoÍÚÇ�ÈéÙÖÈfÕ
ßÐÈxÔvÍÏÎÐÉ\ÑüÌÓß�ÝFÉFËÏÎÐÍÚÇ�Ü ÜºÌ9ç�×zÈëÍÚÉFÍÏÌÓß�ß�ç£ÛBÎÐýcÈfËÏÈfÑ�Í_ÒñËÏÉFÜ ÍÚÇ�ÈRÉ\Ñ�È
ì;ÙÚÈ¶ÛkÎÐÑºÍÏÇ�ÈNû;Ë²ÙwÍTÙÖÍÏÌFÝFÈ\í·ãöÑºÉFË²ÛBÈ¶ËoÍÚÉRÈ¶Ñ;ÌÓ×�ß�È�ÜºÉFËÏÈ�ÛBÈfÜ�ÌÓÑzÛóÕ
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÷�È¶ËÚÈ�Ê�Î�Ô²õ\È¶Û ÜºÌFÑóì;ÌÓß�ßÐç ÒñËÏÉFÜ,ÍÏÇ�È�Û�ÌCÍ²ÌÓ×;Ì\ÙÖÈ\í ÆNÇ�È ÙÖÈfÕ
ßÐÈxÔvÍÚÈxÛþÔfß�Ì\ÙÚÙÚÈ¶Ùù÷PÈfËÏÈ �$� �@?²ò " �Y�$�"?~ÌFÑ;ÛBA �<��� �"?vòZÉFÒ�÷�Ç�ÎôÔ²Ç



ÍÚÇ�È�Û�ÌÓÍÏÌF×;ÌFÙÚÈkÔfÉFÑ;ÙÚÎôÙwÍ²Ù�ÉFÒ * u��zò �&�Y�6vqÌFÑ;Û �:9&�ZÎÐÜ�ÌÓÝ\È¶Ù¶ò�ËÏÈ¡Õ
ÙÖÊ7È¶Ô¡ÍÚÎ�ÞFÈ¶ßÐç\íoÆNÇ;ÈjÔfÉFËÏËÚÈxÙÖÊ7ÉFÑzÛBÎÐÑ;Ý8� A � ��� � �TÊ�ËÏÉF×zÌÓ×�Î�ßÐÎÐÍÚÎ�È¶ÙNÌFËÚÈ
�Fí � � ò �Fí 9 � ò¶ÌFÑ;Û 3 íCv � í�ãöÑjÍÏÇ�È¸ËÏÈ¡ÍÚËÏÎ�ÈfÞCÌÓßCÈfïóÊ7ÈfËÏÎ�ÜkÈ¶Ñ�ÍÏÙ=ÍÏÇ�È¶ÙÚÈÔ¡ßôÌFÙÏÙÖÈxÙP÷�È¶ËÚÈjÍÏÇ�ìzÙ�Ñ�ÉÓÍæÔfÉFÜºÊ7È¡ÍÚÎ�Ñ�ÝZÌFÝ\ÌÓÎ�Ñ;ÙÖÍPÈxÌFÔ²ÇéÉÓÍÏÇ�ÈfË�×;ìBÍ
Ü�ÌÓÎ�Ñ�ßÐçWÌÓÝ\ÌFÎÐÑzÙwÍoÍÚÇ;È��Ú×;ÌFÔ²õóÝ\ËÚÉ\ì�Ñ;Û��æÉÓÒ*v?& &Y�>�;ò9Î�ÈFí�ò:9Nu;í � � ÉÓÒ
ÉÓÍÏÇ�ÈfË�Î�Ü�ÌÓÝFÈxÙfí
�*��� �H� � �/�H�6���
ÆNÇ�ÈRÒñÈxÌCÍÏì�ËÚÈxÙæìzÙÖÈxÛ?ÎÐÑüÍÚÇ�ÈkÈ¡ïBÊ7ÈfËÏÎÐÜºÈfÑ�Í²Ù_Î�Ñ;Ô¡ß�ì;ÛBÈxÛ?Íw÷PÉqÛBÎÐÒ Õ
ÒñÈfËÏÈfÑ�Í?Ô¡ÉFß�ÉFËéÌÓÑzÛ�ÙÚÇ;ÌÓÊ7ÈêÒñÈ¶ÌCÍÏì�ËÏÈ¶ÙéÌÓÑ;Û Ì'ÙÖÎ�ÜºÊ�ßÐÈùÍÏÈ¡ïóÍÚì�ËÏÈ
ÒñÈ¶ÌÓÍÚì�ËÏÈFí'î_ß�ß�È¡ï�Ô¡È¶ÊBÍ�ÉFÑ�ÈéÙÖÇzÌÓÊ7È¡ÕØ×;ÌFÙÚÈ¶ÛVÒñÈ¶ÌCÍÏì�ËÏÈ£÷PÈfËÏÈéÔfÌÓßÐÕ
Ô¡ì�ßôÌCÍÏÈ¶Û�ÎÐÑêû;ÞFÈºÙÚÈfÊ;ÌFËÏÌÓÍÚÈ ;¶ÉFÑ�ÈxÙ�ÉÓÒTÍÏÇ�ÈºÎÐÜ�ÌFÝFÈFíWÆNÇ�ÈA;¶ÉFÑ�ÈxÙ
÷�È¶ËÚÈ�ÒñÉFËÏÜºÈ¶ÛW×óçjû;ËÏÙÖÍ¸ÛBÈ¡ÍÏÈfËÏÜºÎÐÑ�Î�Ñ�ÝjÎ�ÑëÍÏÇ�È_Ô¡È¶Ñ\ÍÏÈfËoÉÓÒzÍÚÇ�È�Î�ÜkÕ
ÌÓÝ\ÈjÌ�ÔfÎÐË²Ô¡ì;ß�ÌFËæÌÓËÏÈ¶Ìk÷�Ç�É�ÙÖÈ+ÙÚÎ<;¶È+Î�ÙæÉFÑ�Èjû�Ò ÍÏÇ?ÉÓÒoÍÚÇ;ÈëÌÓËÏÈ¶ÌkÉÓÒ
ÍÚÇ�È+÷�Ç;ÉFß�È+ÎÐÜ�ÌÓÝ\ÈFíTÆNÇ;ÈfÑ£ÍÚÇ�ÈëËÚÈ¶ÜºÌFÎÐÑ;ÎÐÑ�Ý�ÌFËÚÈxÌë÷NÌFÙ�ÛBÎ�ÞóÎ�Û�È¶Û
ÎÐÑ�ÍÏÉqÒñÉ\ì�Ë ;fÉFÑ;È¶Ù�÷�ÎðÍÏÇ�Íw÷PÉ£Û�Î�ÌFÝFÉFÑzÌÓß�ß�Î�Ñ�È¶Ù¶íëø�É\Ë+Ì�ÛBÈfÍÏÌFÎÐß�È¶Û
ÛBÈ¶ÙÏÔ¡ËÏÎ�ÊBÍÚÎ�ÉFÑ£ÉÓÒ·ÍÚÇ�È+ì;ÙÚÈ¶Û�ÒñÈxÌCÍÚì;ËÚÈxÙfò�ÙÚÈfÈ�(<�FòAu,+Øí
ãöÑëÉFì�Ë·Ê�ËÚÈ¶ÞóÎÐÉ\ì;Ù=È¡ïBÊ7ÈfËÏÎÐÜºÈ¶Ñ\Í²Ù�÷�ÎÐÍÚÇRÍÚÇ�È"q¸ÎôÔ/r pts ÙÚçBÙwÍÏÈfÜéò
ÎðÍ�÷NÌFÙ�ÒñÉFì;Ñ;Û£ÉFìBÍNÍÚÇzÌCÍ�ì;ÙÚÎÐÑ�Ý�ÌkßôÌÓËÏÝFÈfËNÙÚÈ¡Í�ÉÓÒ·ÒñÈ¶ÌCÍÏì�ËÏÈ¶ÙPÝFÈ¶ÑBÕ
ÈfË²ÌÓß�ßÐçéçóÎ�ÈfßôÛ�Ù�×zÈfÍÖÍÚÈ¶Ë+ËÚÈxÙÖì;ßðÍ²Ù�ÌFÑ;Û�ÍÚÇ;ÌÓÍ�ÍÏÇ�Èºì;ÙÖÈxÛêÌFÊ�Ê�ËÏÉ\Ì\Ô²Ç
Ê�ËÏÉCÞ�ÎôÛBÈxÙZÌVËÏÉF×�ìzÙwÍqÜºÈfÍÚÇ�ÉBÛ�ÒñÉ\Ëqì;ÙÚÎ�Ñ�ÝyÌyÙÖÈfÍ�ÉÓÒëÛ�ÎðýcÈfËÏÈfÑ�Í
ÒñÈ¶ÌÓÍÚì�ËÏÈ¶ÙJÎ�ÑºÊ;ÌÓË²ÌÓß�ß�Èfß�ÙÚÉjÍÚÇ;ÌÓÍ¸ÍÚÇ�È�ËÏÈ¶ÙÚì�ßÐÍ¸È¡ï�Ô¡È¶È¶Û�ÙJÍÚÇ�È_Ê7ÈfËÚÒñÉFËÚÕ
Ü�ÌÓÑ;ÔfÈ¶Ù�ÉÓÒTÌÓß�ßQÍÚÇ�ÈºÙÚÎÐÑ�Ý\ßÐÈëÒñÈ¶ÌÓÍÚì�ËÏÈ¶Ù ( u�+|íRÆNÇ�È¶ËÚÈfÒñÉFËÏÈFòcÌÓß�ß�ûzÞFÈ
ÒñÈ¶ÌÓÍÚì�ËÏÈ¶ÙN÷PÈfËÏÈ�ìzÙÖÈxÛ�Î�ÑéÊ;ÌÓË²ÌÓß�ß�ÈfßcÎÐÑ?ÌFßÐß=ÈfïóÊ7ÈfËÏÎ�ÜkÈ¶Ñ�ÍÏÙ¶í
�*� @ �!�m���	B �$�/�$�>� � P ���K�K6��$�����*�K�
ÆNÇ�ÈRÆzr�Õ1r pts ÙPÒñÉ\ËæÌÓß�ßcÍÚÇ�ÈRû;ÞFÈ�ÒñÈ¶ÌÓÍÚì�ËÏÈ¶Ù_÷�È¶ËÚÈ+ÙÚÎ<;¶È¶Û � ; �zò
�/u ; �Su�òMu�� ; uN�;òQÌÓÑ;Û � v�u ; � v�u�ò�ÒñËÚÉ\ÜÿÍÏÉFÊ�ÍÏÉ?×zÉFÍÖÍÚÉ\Üéíp Ñ�ÍÚÇ;È�×7ÉÓÍÚÍÚÉ\ÜkÜºÉ�ÙwÍNÆzr�Õ�r pts ß�ÈfÞFÈ¶ß�ÙTÍÚÇ;ÈfËÏÈ�÷PÈfËÏÈ�ÍÚÇóì;ÙNÌFÊBÕ
Ê�ËÏÉ9ïóÎ�Ü�ÌCÍÏÈfß�ç�ÍÚÇ�ÈPÙÚÌFÜºÈJÑ�ì;Üë×7ÈfË�ÉFÒAr pts ì�Ñ�ÎÐÍÏÙ�à�u vbv �Nu�å7ÌÓÑ;Û
Û�ÌCÍ²ÌÓ×;Ì\ÙÖÈJÎ�Ü�ÌÓÝ\È¶ÙJàDv:9 9:9$vFå ��ì�ËÏÎÐÑ�ÝNÍÏÇ�È"r pts ÍÏËÏÌFÎÐÑ;ÎÐÑ�Ýzò9È¶ÌFÔ²Ç
ÞFÈxÔvÍÚÉ\ËN÷PÌ\ÙNì;ÙÖÈxÛ � 3�3 ÍÚÎ�ÜºÈ¶Ù�Î�Ñ£ÍÚÇ�ÈRÌ\Û�ÌÓÊBÍ²ÌCÍÏÎÐÉ\Ñ�íãöÑ'ÞFÈxÔvÍÏÉFË�ú�ì;ÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�òTÉFÑ�ÈéÊ7É\ÙÏÙÖÎ�×�Î�ßÐÎÐÍwçVÎôÙkÍÚÉùì;ÙÖÈ£ÍÏÇ�È
ÙÚÌFÜºÈüÆzr�Õ�r pts Ùº×�ìBÍ£ÉFÑ�ß�çVÒñÉ\ËZÞFÈxÔvÍÚÉ\ËZú�ì;ÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ'Ê�ì�ËÚÕ
ÊzÉ�ÙÖÈxÙfí p Ò¸ÍÚÇ;ÈWÒñÉ\ì�ËRÆzr�Õ1r pts ß�ÈfÞ\ÈfßôÙ�÷�ÈºÔ²Ç�É\ÙÚÈWÍÚÉéì;ÙÚÈëÍÏÇ�È
ÙÖÈxÔ¡É\Ñ;Û�ÒñËÚÉ\Ü ×zÉFÍÖÍÚÉ\ÜéòxÎ�ÈFí¶ÍÚÇ;È�É\Ñ�ÈTÙÚÎ<;¶È¶Û uN� ;"uN�;í p Ñ+ÍÏÇ�È�Ì9Þ�Õ
ÈfË²ÌÓÝ\È�ÍÚÇ�È¶ËÚÈ�÷�È¶ËÚÈæÍÚÇóì;ÙPÌÓÊ�Ê;ËÚÉ9ïBÎ�ÜºÌÓÍÚÈ¶ßÐç
�-�WÎÐÜ�ÌÓÝ\È¶ÙTÜºÌFÊ�Ê7È¶Û
ÎÐÑ È¶Ì\Ô²Ç ú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\Ñu×�Î�Ñ�í �ÎÐÍÚÇ ÍÚÇ�È $üÕ|ÜºÈxÌÓÑ;Ù£ÞFÈxÔvÍÏÉFË
ú�ì;ÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�òÓÍÚÇ�ÈæÙÏÌÓÜºÈNÑóì�Üë×7ÈfËTÉÓÒ=ú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑk×�ÎÐÑzÙ¸÷NÌFÙ
ì;ÙÚÈ¶Û=òC÷�Ç�ÎôÔ²ÇWÌFÝ\ÌFÎÐÑRËÏÈ¶ÙÚì�ßÐÍÏÙ�ÍÚÉ�ÍÚÇ�ÈNÌ9ÞFÈ¶ËÏÌFÝFÈJÉFÒX�-��ÎÐÜ�ÌÓÝ\È¶Ù·ÊzÈ¶Ë
×�Î�Ñ�í?ãöÑAÍÚÇ;ÈqÙÚÔ¶ÌÓßôÌÓËëú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\ÑAÔfÌFÙÚÈFòo÷PÈfËÏÈ�ì;ÙÚÈ¶Û �Sv 3�3�3×�Î�Ñ;ÙN÷�Ç�ÎôÔ²ÇqÝFÎ�ÞFÈxÙPËÚÎôÙÖÈ�ÍÚÉ�ÌFÊ�Ê�ËÏÉ9ïóÎ�Ü�ÌCÍÏÈfß�çU�ºÎ�ÜºÌFÝFÈxÙ�Î�Ñ£È¶ÌFÔ²Ç
×�Î�Ñ�í
îæßÐßFÍÚÇ�ÈTÎÐÜ�ÌÓÝ\È¸ÙÖì;×;ÙÖÈfÍÏÙ=ÉFÒ�ø·Î�ÝFì;ËÚÈU�¸ÔfÉFÑ�ÍÏÌFÎÐÑ�ÈxÛ � 3�3 Î�Ü�ÌÓÝ\È¶Ù×zÈfÒñÉFËÏÈ�ÛBì;Ê�ßÐÎôÔfÌÓÍÚÈ�ËÚÈ¶ÜkÉCÞCÌFß�í�ÆNÇ;È�ËÏÈ¶ÙÚì�ßÐÍÚÎ�Ñ�ÝæÔ¡É\Üë×�Î�Ñ�ÈxÛ+ÎÐÜ�ÌFÝFÈ
ßÐÎôÙÖÍæ÷PÌ\Ù�Ñ�ÉFÍæÙÖÇ�É\ËÖÍÏÈfÑ�ÈxÛ£×�ìBÍ�ÌFßÐß�ÍÚÇ�ÈWÎÐÜ�ÌÓÝ\È¶ÙN÷PÈfËÏÈ+ÎÐÑóÞ\ÉFß�ÞFÈ¶Û
ÎÐÑVÍÚÇ�Èqû;Ñ;ÌÓßNÙÚÈfß�È¶ÔvÍÏÎÐÉ\Ñ�íêî_Ò ÍÚÈ¶ËWÎÐÍ¶ò?� 3 ×zÈxÙwÍÚÕØÙÏÔ¡É\ËÚÎ�Ñ�ÝüÎ�Ü�ÌÓÝ\È¶Ù÷�È¶ËÚÈ�ì;ÙÚÈ¶ÛéÌFÙPÍÏÇ�ÈRÙÚçóÙÖÍÚÈ¶Ü w ÙNËÏÈ¶ÙÚÊzÉ\Ñ;ÙÚÈFí
�*� � � � � P ��� B �	�H� �K6�� � �S���>�
ãöÑ£ÍÚÇ�ÎôÙ_ÙÚÈ¶ÔvÍÏÎÐÉ\Ñ�òóÍÚÇ;È+ì;ÙÖÈxÛ£ÊzÈ¶ËÖÒñÉ\ËÚÜ�ÌÓÑzÔ¡ÈjÜºÈ¶ÌFÙÚì�ËÏÈFò�ÛBÈ¶Ñ�ÉÓÍÏÈ¶Û
ÌFÙ_ÍÚÇ�È��?ÜºÈxÌFÙÚì�ËÚÈ\ò;ÎôÙæÊ;ËÚÈxÙÖÈ¶Ñ\ÍÏÈ¶Û=í �ÎÐÍÚÇ�ÍÚÇ�È��?ÜºÈxÌFÙÚì�ËÚÈ\ò;ÎÐÍ
Î�Ù+Ì\ÙÚÙÚì�ÜºÈ¶Û�ÍÚÇzÌCÍ+ÍÚÇ;È�ì;ÙÖÈ¶Ë+Î�Ù+ÒGÌFÔ¡Î�Ñ�Ý?Ì�ÍÏÌFËÚÝ\È¡ÍRÙÖÈxÌÓË²Ô²ÇüÍ²ÌFÙÚõ
ÒñËÚÉ\Ü =þÒñÉFËPÌÓÑZÎ�Ü�ÌÓÝFÈ��ë×7Èfß�ÉFÑ�Ý\ÎÐÑ;Ý+ÍÚÉkÔ¡ßôÌFÙÏÙ
	 _ =qí¸âPÈ¡ÒñÉ\ËÚÈ
ÍÚÇ�È_ÔfÉFËÏËÚÈxÔvÍoÎÐÜ�ÌFÝFÈNÎ�ÙJÒñÉFì�Ñ;Û�òÓÍÚÇ;È�ì;ÙÖÈ¶ËJÝFì�ÎôÛBÈxÙoÍÚÇ�È_ÙÚÈ¶ÌFËÏÔ²ÇW×óç
Ü�ÌÓËÏõ�Î�Ñ�ÝjÌÓß�ß�ÙÖÇ;ÉC÷�ÑëÎ�ÜºÌFÝFÈxÙ·÷�Ç;Î�Ô²Çk×zÈ¶ßÐÉ\Ñ�Ý�ÍÚÉ�	�Ì\Ù·ËÏÈfß�ÈfÞCÌFÑ\Íxí
ÆNÇ�ÎôÙTÊ�ËÏÉBÔ¡ÈxÙÚÙJÎôÙTÍÚÇ�È¶ÑZËÚÈ¶ÊzÈxÌCÍÏÈ¶ÛkÒñÉFËPÈ¶Ì\Ô²Ç�ÎÐÜ�ÌFÝFÈ_Î�Ñ�	JíK�æÉC÷+ò

ÍÚÇ�È�qÜºÈxÌFÙÚì�ËÚÈ�È¶ú�ì;ÌFß�ÙTÍÚÇ;ÈjÌ9Þ\ÈfË²ÌÓÝ\È_Ñóì�Üë×7ÈfËNÉÓÒQÎÐÜ�ÌFÝFÈ¶ÙTÍÚÇ;È
ÙÖçBÙÖÍÚÈfÜ$ËÏÈ¡ÍÏËÚÎ�ÈfÞ\È¶Ùë×zÈfÒñÉFËÏÈqÍÏÇ�È?Ô¡ÉFËÏËÏÈ¶ÔvÍkÉFÑ�È£ÎôÙëÒñÉ\ì�Ñ;Û=íyÆNÇ�È
�AÜkÈxÌFÙÚì�ËÏÈZËÚÈxÙÖÈ¶Üë×�ß�È¶ÙRÍÚÇ�È��wÍ²ÌÓËÏÝFÈ¡Í+ÍÏÈ¶ÙÖÍÚÎ�Ñ�Ý��üÜkÈfÍÚÇ�ÉBÛLÊ�ËÚÈfÕ
ÙÖÈ¶Ñ\ÍÏÈ¶ÛWÎÐÑK( � +ØòF×�ì�Í¸ÎÐÑ;ÙÖÍÚÈxÌFÛkÉÓÒcËÏÈfß�ç�Î�Ñ�ÝjÉFÑkÇóì�Ü�ÌÓÑkÍÚÈxÙwÍ¸ìzÙÖÈ¶ËÏÙ¶ò
ÍÚÇ�È��£ÜºÈ¶ÌFÙÚì�ËÏÈjÎ�ÙPÒñì�ß�ß�ç�ÌÓì�ÍÚÉFÜ�ÌÓÍÚÎôÔÓí
ÆNÇ�È���ÜºÈxÌFÙÚì�ËÚÈkÔfÌFÑ�×7ÈkÉ\×BÍÏÌFÎÐÑ;È¶Ûü×óç?Î�ÜºÊ�ßÐÈ¶ÜºÈfÑ�ÍÚÎ�Ñ�ÝéÌÓÑ

�ÖÎôÛBÈ¶ÌFßTÙÚÔfËÚÈ¶ÈfÑ�È¶Ë��;ò·ÌüÔfÉFÜºÊ�ìBÍÏÈfËRÊ;ËÚÉ\ÝFË²ÌÓÜ ÷�Ç�ÎôÔ²ÇVÙÚÎÐÜWì�ß�ÌÓÍÚÈxÙ
ÍÚÇ�ÈNÇóì�Ü�ÌÓÑkì;ÙÚÈfËo×óçRÈ¡ï�ÌÓÜºÎ�Ñ�Î�Ñ�Ý�ÍÚÇ�ÈNÉFì�ÍÚÊ�ìBÍJÉFÒ;ÍÚÇ;È�ËÚÈfÍÚËÏÎÐÈ¶Þ9ÌFß
ÙÖçBÙÖÍÚÈfÜ ÌFÑ;Û�Ü�ÌÓËÏõóÎÐÑ;ÝRÍÚÇ;È�Î�Ü�ÌÓÝ\È¶Ù¸ËÏÈ¡ÍÏì�ËÏÑ�È¶Ûq×�çºÍÏÇ�ÈjÙÖçBÙÖÍÚÈfÜ
ÈfÎÐÍÚÇ�È¶ËkÌ\ÙRËÏÈfß�ÈfÞCÌÓÑ�Í�àGÊzÉ�ÙÖÎÐÍÚÎ�ÞFÈ9å+ÉFËWÑ�ÉFÑ�Õ|ËÏÈfß�ÈfÞCÌÓÑ�ÍqàGÑ�ÈfÝ�ÌCÍÚÎ�ÞFÈ9å
ÌFÔfÔfÉFË²ÛBÎ�Ñ�Ý+ÍÚÉk÷�Ç�ÈfÍÚÇ�È¶Ë�ÍÏÇ�È�ÎÐÜ�ÌÓÝ\È¶Ù�×zÈ¶ßÐÉ\Ñ�ÝRÍÏÉ�	JíJÆNÇ�ÎôÙPÊ�ËÚÉFÕ
Ô¡È¶ÙÏÙNÎôÙæÔ¡É\Ñ�ÍÚÎ�Ñ�ì;È¶Û�ì�Ñ�ÍÚÎ�ß·ÌÓß�ß�Î�Ü�ÌÓÝFÈxÙNÎÐÑ�	ùÇ;Ì9ÞFÈj×7ÈfÈ¶Ñ�ÒñÉ\ì�Ñ;Û=í
ø�ÉFËkÈ¶Ì\Ô²ÇVÉÓÒ�ÍÏÇ�È£ÎÐÜ�ÌÓÝ\È¶ÙWÎÐÑLÍÚÇ�ÈéÔ¡ßôÌFÙÏÙ�	oòJ÷PÈZÍÏÇ�ÈfÑyËÚÈxÔ¡É\ËÏÛ
ÍÚÇ�ÈæÍÚÉÓÍ²ÌÓßzÑ�ì;Üë×7ÈfËTÉFÒ=ÎÐÜ�ÌÓÝ\È¶ÙTÊ�ËÚÈxÙÖÈ¶Ñ�ÍÚÈ¶Ûº×óçWÍÚÇ�È�ÙÖçBÙÖÍÚÈ¶Üþì�Ñ�Õ
ÍÚÎ�ßoÍÚÇ;ÌÓÍjÊzÌÓËÚÍÚÎôÔ¡ì�ßôÌÓË�ÎÐÜ�ÌFÝFÈkÎ�ÙjÙÚÇ�ÉC÷�Ñ�íëø;ËÚÉ\Ü ÍÚÇ�ÎôÙ+Û�ÌCÍ²Ì�ò=÷PÈ
ÒñÉFËÏÜÿÌ£Ç�Î�ÙÖÍÚÉ\ÝFË²ÌÓÜ ÌÓÑzÛêÔ¶ÌÓßôÔ¡ì�ßôÌCÍÏÈWÍÏÇ�ÈZÌ9ÞFÈ¶ËÏÌFÝFÈRÑóì�ÜW×zÈ¶Ë+ÉÓÒ
ÙÖÇ�ÉC÷�ÑëÎÐÜ�ÌÓÝ\È¶Ù·Ñ�ÈfÈxÛBÈ¶ÛW×7È¡ÒñÉFËÏÈNÌ_Ç�ÎÐÍJÉóÔ¶Ô¡ì�Ë²Ù¶í�ãöÑRÍÏÇ�ÈNÉFÊBÍÏÎÐÜ�ÌFß
ÔfÌFÙÚÈFò;ÍÚÇ�ÈWÙÖçBÙÖÍÚÈfÜ û;Ë²ÙwÍ�Ê�ËÚÈxÙÖÈ¶Ñ�ÍÏÙ_ÌFßÐß·ÎÐÜ�ÌÓÝ\È¶Ù�Î�Ñ�	Jí�ÆNÇ�ÈRÉFÊ�Õ
ÍÚÎ�ÜºÌFß=ÞCÌÓß�ì�È�ÒñÉFËPÍÚÇ�ÈRÌ9Þ\ÈfË²ÌÓÝ\È_Ñóì�Üë×7ÈfË�ÉFÒ�ÎÐÜ�ÌFÝFÈ¶ÙPÊ�ËÏÈ¶ÙÚÈfÑ�ÍÏÈ¶Û
×zÈfÒñÉFËÏÈWÌZÊzÌÓËÚÍÚÎôÔ¡ì�ßôÌÓË�ÎÐÜ�ÌÓÝ\ÈëÎ�Ñ�	AÎôÙ_ÍÏÇ�ìzÙ j��L ò=÷�Ç;ÈfËÏÈAN��£ÎôÙÍÚÇ�È+Ñóì�ÜW×zÈ¶Ë�ÉÓÒoÎÐÜ�ÌÓÝ\È¶ÙPÎ�Ñ�	Jí
ÆNÇ�È��ëÜºÈxÌFÙÚì�ËÚÈ�ÒñÉFËoÔ¡ßôÌFÙÏÙ�	ZÎ�Ù·ÍÏÇ�ÈfÑkÉF×BÍ²ÌÓÎ�Ñ�È¶Ûë×óçRÛBÎÐÞóÎôÛBÎ�Ñ�Ý
ÍÚÇ�ÈkÌ9ÞFÈfË²ÌÓÝ\ÈjÑ�ì;Üë×7ÈfËæÉFÒTÙÖÇ;ÉC÷�Ñ?ÎÐÜ�ÌÓÝ\È¶Ù�×óç�ÍÚÇ�ÈºÙÚÎ<;¶ÈRÉÓÒoÍÚÇ;È
Û�ÌCÍ²ÌÓ×;Ì\ÙÖÈ\ò NVí¸ÆNÇ�È���ÜºÈxÌFÙÚì�ËÚÈjçóÎ�ÈfßôÛ�Ù�ÌkÞ9ÌFßÐì;È

��� (�� �� L��UO�� �� + à�&Få
÷�Ç�ÈfËÏÈ � � E j��j ÎôÙJÍÏÇ�ÈA� A � ��� � �QÊ;ËÚÉ\×;ÌÓ×�Î�ß�ÎðÍwçWÉÓÒcÍÚÇ�È�Ô¡ßôÌFÙÏÙ�	Jí
ø�ÉFË·ÞCÌÓß�ì�È¶Ù �"! 3 [CvBòxÍÚÇ;È¸ÊzÈ¶ËÖÒñÉ\ËÚÜ�ÌFÑ;Ô¡È¸ÉFÒóÍÚÇ�ÈPÙÖçBÙÖÍÚÈfÜ ÎôÙ�ÍÏÇ�ìzÙ×zÈfÍÖÍÚÈ¶Ë+ÍÚÇzÌÓÑAË²ÌÓÑ;ÛBÉ\Ü Ê�ÎôÔ²õóÎÐÑ�Ý?ÉFÒPÎ�Ü�ÌÓÝ\È¶Ù+ÌÓÑzÛ=ò·Î�Ñ�ÝFÈ¶Ñ�ÈfË²ÌÓß|ò
ÍÚÇ�ÈRÙÚÜ�ÌÓß�ßÐÈ¶ËNÍÚÇ�È�éÞCÌÓß�ì�È�ÍÚÇ�È+×7È¡ÍÚÍÚÈfË_ÍÚÇ�È+Ê7ÈfËÚÒñÉFËÏÜ�ÌÓÑ;ÔfÈFí
# Ä80jÂX	81cÃWÂ
ÆNÇ�ÈêËÏÈ¶ÙÚì�ßÐÍÏÙ£ÉÓÒëÍÚÇ�ÈùÈ¡ïBÊ7ÈfËÏÎÐÜºÈfÑ�Í²Ù£ÌFËÚÈêßÐÎôÙÖÍÚÈ¶ÛuÎÐÑ Æ·ÌF×�ß�È �\í
ÆNÇ�È?ËÚÉC÷_ÙZÉÓÒ�ÍÚÇ�È?Í²ÌÓ×�ß�È�ÔfÉFÑ�ÍÏÌFÎÐÑyÍÚÇ�Èüû;ËÏÙÖÍ�ÙÖÍÏÌFÝFÈ?ÌÓßÐÍÚÈ¶ËÚÑ;ÌÓÕ
ÍÚÎ�ÞFÈ¶Ù¶ò�Æ·ËÚÈ¶È róÍÚËÏì;ÔvÍÏì�ËÚÈxÛ r pts ÙfòBÞ\È¶Ô¡ÍÚÉFË_ú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\Ñqì;ÙÚÎ�Ñ�Ý
Æzr�Õ�r pts ÌÓÑ;Û $üÕ|ÜºÈ¶ÌFÑ;ÙÖÕ|×;Ì\ÙÖÈxÛ�ú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�òoÌÓÑ;ÛLÙÚÔ¶ÌÓßôÌÓË
ú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑ�íWróÎ�ÜkÎ�ßôÌÓËÏßÐç\ò�ÍÚÇ;ÈWÔ¡É\ßÐì;ÜkÑzÙæÔ¡É\Ñ�ÍÏÌÓÎ�Ñ£ÍÚÇ�ÈWÜºÈ¡ÍÚÇ�Õ
ÉóÛ;ÙQÒñÉFËoû;Ñ;ÌFß�ÙwÍ²ÌÓÝ\ÈPÊ;ËÚÉBÔ¡ÈxÙÚÙÚÎ�Ñ�Ý;í�ÆNÇ;ÈNû;ËÏÙÖÍoÍw÷�ÉjÔ¡É\ßÐì;ÜkÑzÙ¸ÛBÎÐÒ Õ
ÒñÈfË�ÉFÑ�ß�ç�×óç£ÍÚÇ;ÈëÜºÈ¡ÍÏÇ�ÉBÛéÒñÉFËjÔ¡É\Üë×�Î�Ñ�Î�Ñ�Ý�û;Ë²ÙwÍjÙwÍ²ÌÓÝ\ÈRÎÐÜ�ÌFÝFÈ
ÙÖÈfÍÏÙ¶ò�Ì\Û�ÛBÎÐÍÚÎ�ÉFÑ�àñû;ËÏÙÖÍPÔfÉFß�ì�ÜºÑzå¸ÌFÑ;ÛºÜ�ÌCïBÎ�ÜºÌFß;ÞCÌÓß�ì�ÈkàGÙÚÈ¶Ô¡É\Ñ;Û
Ô¡ÉFß�ì�ÜºÑzå¡íþä�ÈxÙÖì�ßÐÍÏÙqÒñÉFË�ì;ÙÚÎÐÑ�Ý'ÌFÛ�Û�ÎðÍÏÎÐÉ\ÑBÕ|×zÌFÙÚÈ¶ÛgÔ¡É\Üë×�Î�Ñ�Î�Ñ�Ý
÷�ÎðÍÏÇWÞ\È¶ÔvÍÏÉFËJú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑW÷�È¶ËÚÈPÑ�ÉFÍJÔfÉFÜºÊ�ìBÍÏÈ¶Û=íoãöÑWÍÚÇ�ÈNßôÌFÙÖÍ
Íw÷�ÉRÔfÉFß�ì�ÜºÑ;Ùfò\ÍÚÇ;È_ì;ÙÚÈ¶ÛºÎ�ÜºÌFÝFÈ_ÙÚÈ¡Í�ÔfÉFÜW×�ÎÐÑzÌCÍÚÎ�ÉFÑºÜºÈ¡ÍÏÇ�ÉBÛ�ÎôÙ
ÍÚÇ�ÈPÙwÍ²ÌÓÑ;Û�ÌFËÏÛjÉ\Ñ�È¸ÒñÉ\Ë�ÈxÌFÔ²Çjû;Ë²ÙwÍoÙwÍ²ÌÓÝ\È¸ÜºÈ¡ÍÚÇ;ÉóÛ�òCÎÐÈ\íxÌ\Û�ÛBÎÐÍÚÎ�ÉFÑ
ÒñÉFË+Æzr�Õ1r pts ÙjÌÓÑ;ÛùÙÏÔfÌÓßôÌÓËjú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�ò7Ü�ÌÓïóÎ�Üëì;Ü ÞCÌÓß�ì�È
ÒñÉFË�ÞFÈxÔvÍÏÉFËZú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�íH:TÌ\Ô²ÇyÈ¶Ñ\ÍÏËÚçLÎÐÑ'ÍÚÇ;È?ÍÏÌF×�ßÐÈ?ß�ÎôÙwÍ²Ù
û;ËÏÙÖÍoÍÚÇ�È�Ì9Þ\ÈfË²ÌÓÝFÈ�ÞCÌÓß�ì�ÈNÉF×BÍ²ÌÓÎ�Ñ�È¶ÛëÒñËÚÉ\Ü�ì;ÙÚÎÐÑ�Ý�ÍÏÇ�ÈNÍÚÇ�ËÏÈfÈNÎ�ÜkÕ
ÌÓÝFÈ�Ô¡ßôÌFÙÏÙÖÈxÙfíoÆNÇ�È�ËÚÈxÙÖì�ßÐÍÏÙTÒñÉFËPÎ�Ñ;ÛBÎ�Þ�ÎôÛBì;ÌFß=Ô¡ßôÌFÙÏÙÖÈxÙTÌÓËÏÈ�ÙÚÇ�ÉC÷�Ñ
ÎÐÑ�Ê;ÌFËÚÈ¶Ñ\ÍÏÇ�È¶ÙÚÈ¶Ù¶ò=Î�ÑêÍÏÇ�ÈºÒñÉFß�ß�ÉC÷�ÎÐÑ�ÝéÉ\ËÏÛBÈ¶Ë/O+Ô¶ÌÓË²ÙfòcÒGÌ\Ô¡È¶Ù¶ò·ÌFÑ;Û
Ê�ß�ÌFÑ�È¶Ù¶í
øQÎ�ËÏÙÖÍ¶òNÔ¡É\Ñ;ÙÖÎôÛBÈ¶ËÚÎ�Ñ�ÝêÍÚÇ�ÈéÍw÷PÉùû;ËÏÙÖÍqÔ¡É\ßÐì;ÜkÑzÙºÉÓÒ+Æ·ÌF×�ßÐÈ �\ò
Ô¡ÉFËÏËÏÈ¶ÙÚÊzÉ\Ñ;ÛBÎ�Ñ�ÝRÍÏÉºÍÚÇ�Èjû;Ë²ÙÖÍ�ÙÖÍÏÌFÝFÈ\òBÎðÍ_ÔfÌFÑé×zÈ+ÙÚÈfÈfÑ£ÍÏÇ;ÌCÍNÍÚÇ;È
Æzr�Õ�r pts ÌFßÐÝ\ÉFËÏÎðÍÏÇ�Ü5çóÎÐÈ¶ß�Û;Ùo×zÈxÙwÍ¸ÞCÌÓß�ì�ÈxÙQÒñÉFËoÍÚÇ;È$�kÜºÈxÌFÙÚì�ËÚÈ\í
�_ÉC÷PÈfÞFÈ¶Ë¶òoÍÏÇ�ÈéÉCÞFÈ¶ËÏÌFßÐß�×zÈxÙwÍ��LÞCÌFßÐì�ÈxÙºÌÓËÏÈ�É\×BÍÏÌFÎÐÑ�ÈxÛVì;ÙÚÎ�Ñ�Ý
ÞFÈ¶Ô¡ÍÚÉ\Ëºú�ì;ÌFÑ�ÍÚÎ�;¶ÌCÍÏÎÐÉ\ÑL÷�ÎÐÍÚÇ4$?ÕØÜºÈ¶ÌÓÑzÙkÔfßÐìzÙwÍÏÈfËÏÎÐÑ�ÝAÌFÑ;ÛyÙÚÈ¶Ô¡Õ
ÉFÑ;Û?ÙÖÍÏÌFÝFÈ+Ê�ËÏÉBÔ¡È¶ÙÏÙÚÎÐÑ�Ýzí�ÆNÇ�ÈëËÚÈxÙÖì�ßÐÍæ÷�Ç�È¶Ñ?ì;ÙÚÎÐÑ�ÝZÆzróÕ�r pts Ù



Æ·ÌF×�ß�ÈA� OQä�ÈxÙÖì;ßðÍ²Ù�ÉFÒ�ÍÚÇ;È�ËÏÈ¡ÍÏËÚÎ�ÈfÞCÌFßzÈfïóÊ7ÈfËÏÎ�ÜkÈ¶Ñ�ÍÏÙPì;ÙÚÎÐÑ�ÝëÍÚÇ�È��ÜkÈxÌFÙÚì�ËÏÈFí�:TÌFÔ²ÇqÈfÑ�ÍÚËÏç�ÎÐÑqÍÚÇ�È�ÍÏÌF×�ß�È�ß�Î�ÙÖÍÏÙ�û;Ë²ÙÖÍ�ÍÏÇ�È+Ì9ÞFÈfË²ÌÓÝ\È�ÞCÌÓß�ì�È
ÉÓÒQì;ÙÖÎ�Ñ�ÝºÍÏÇ�ÈjÍÚÇ�ËÏÈfÈjÎ�Ü�ÌÓÝFÈ+Ôfß�Ì\ÙÚÙÚÈ¶ÙNÌÓÑzÛqÍÏÇ�ÈfÑéËÏÈ¶ÙÚì�ßÐÍÏÙPÒñÉFËNÍÏÇ�È+ì;ÙÚÈ¶Û£Ô¡ßôÌFÙÏÙÖÈxÙ+àGÔ¶ÌÓË²Ùfò�ÒGÌFÔfÈ¶Ù¶òBÊ�ßôÌÓÑ�ÈxÙÏåPÎ�ÑéÊ;ÌÓËÏÈfÑ�ÍÚÇ;È¶ÙÚÈ¶Ù¶í
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ÒñÉFËPú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑºÎ�Ù�÷PÉFË²ÙÖÈ�ÌFÙ�ÔfÌFÑ�×zÈ�ÌÓÑ�ÍÚÎôÔ¡Î�Ê;ÌCÍÏÈ¶Û�ÙÚÎÐÑzÔ¡È�ÍÏÇ�È
ÍÚÉ\ÊzÉ\ßÐÉ\ÝFÎôÔfÌÓß=Î�ÑBÒñÉ\ËÚÜ�ÌCÍÏÎÐÉ\ÑéÉÓÒbr pts ÙæÎ�Ù_Û�Î�ÙÏÔfÌFËÏÛBÈxÛ£÷�ÎðÍÏÇüÞFÈxÔvÕ
ÍÚÉ\Ë�ú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ�íNø;ì�ËÚÍÚÇ�È¶ËÚÜºÉFËÏÈFò;ÍÚÇ�ÈWÞFÈxÔvÍÚÉ\Ëæú�ì;ÌÓÑ�ÍÏÎ<;xÌCÍÚÎ�ÉFÑ
ÌÓß�ÝFÉ\ËÚÎÐÍÚÇ�Ü ÔfÌFÑü×zÈkÙÖÈ¶ÈfÑéÍÏÉZËÚÈxú�ì�ÎÐËÏÈ+ÍÏÇ�ÈRû;ÑzÌÓßoÙwÍ²ÌÓÝFÈ+ÉFÒ¸Ê�ËÏÉÓÕ
Ô¡ÈxÙÚÙÚÎÐÑ;Ý;í p Ò�ÍÚÇ;È�Íw÷PÉWû;Ñ;ÌÓß=ÙÖÍÏÌFÝFÈ�ÍÚÈ¶Ô²Ç;Ñ�Î�ú�ì�ÈxÙfò�ÍÏÇ�Èj÷�È¶ÎÐÝ\Ç\ÍÏÈ¶Û
ÛBÎôÙwÍ²ÌÓÑ;ÔfÈjÙÚÈfÈ¶Ü�ÙPÍÚÉ�çóÎÐÈ¶ß�Û�×7È¡ÍÖÍÏÈfË_ËÏÈ¶ÙÚì�ßÐÍÏÙNÉ\Ñ�ÍÏÇ�ÈRÌ9ÞFÈ¶ËÏÌFÝFÈ\í
ÆNÇ;È�ÙÚÈ¶ÔfÉFÑ;ÛBÕ|×7È¶ÙÖÍ£ËÏÈ¶ÙÚì�ßÐÍÏÙéÌÓËÏÈ�É\×BÍÏÌFÎÐÑ;È¶Û�÷�ÎðÍÏÇuÍÏÇ�ÈAÆzr�Õr pts ÕØ×;ÌFÙÚÈ¶ÛüÍÚÈxÔ²Ç�Ñ�Îôú\ì;ÈFí�ÆNÇ�È�×7È¶ÙÖÍRËÚÈxÙÖì�ßÐÍÏÙjÌFËÚÈºß�ÉóÔ¶ÌCÍÏÈ¶ÛùÌCÍ
ÍÚÇ�ÈjûzËÏÙÖÍ_Ô¡ÉFß�ì�ÜºÑ�ò;ÔfÉFËÏËÚÈxÙÖÊ7ÉFÑzÛBÎÐÑ;ÝëÍÏÉWÍÏÇ�ÈëÙÖÍÏÌFÑ;Û�ÌÓË²ÛZÞ\ÈfË²ÙÖÎ�ÉFÑ
ÎÐÑq÷�Ç�Î�Ô²ÇZÍÚÇ�Èæû;Ñ;ÌÓßcÙÖÍÏÌÓÝ\È�Î�Ù�Ñ�ÉFÍ�ì;ÙÚÈ¶Û=íJîæß�ÙÚÉ;ò�ÎðÍNÔfÌFÑZ×zÈ�ÙÖÈ¶ÈfÑ
ÍÚÇ;ÌÓÍ�ÌFÛ;ÛBÎÐÑ;Ý�ÍÚÇ�ÎôÙ_ÈfïóÍÚË²Ì�Ê�ËÏÉóÔfÈ¶ÙÏÙÖÎ�Ñ�ÝZÛBÉóÈxÙ�Ñ�ÉÓÍ�ÎÐÜºÊ�ËÏÉCÞFÈ�ÍÏÇ�È
ËÚÈxÙÖì;ßðÍ²Ùfí s ÉFËÏÈZÙwÍÏËÚÎ�õóÎÐÑ;ÝFß�çFò�ìzÙÖÎ�Ñ�ÝüÜ�ÌCïBÎ�Üëì�Ü ÞCÌÓß�ì�ÈqÔ¡É\Üë×�ÎÐÕ
Ñ;ÌCÍÏÎÐÉ\Ñ�ç�Î�ÈfßôÛ�Ù+Þ\ÈfËÏçêÙÚÎÐÜºÎ�ß�ÌFËRËÏÈ¶ÙÚì�ßðÍ²Ùfí£î_ßôÙÖÉzò·ÉFÒNÍÚÇ�È�Íw÷PÉ?ÌÓßÐÕ
ÝFÉ\ËÚÎÐÍÚÜ�Ù+ÌÓÊ;Ê�ßÐçóÎ�Ñ�Ý r pts Ù¶ò�ÍÏÇ�ÈqÆzr�Õ1r pts ÕØ×;Ì\ÙÖÈxÛüÍÏÈ¶Ô²Ç�Ñ�Îôú�ì�È
ÊzÈ¶ËÖÒñÉ\ËÚÜ�ÙN×7È¡ÍÚÍÚÈfËxíp Ò7ÍÚÇ;È_ÙwÍÏì;ÛBÎ�È¶Ûkû;Ë²ÙwÍTÙÖÍÏÌFÝFÈPÍÚÈxÔ²Ç�Ñ�Îôú�ì�È¶Ù¶òCÍÚÇ;È_ÊzÈ¶ËÖÒñÉ\ËÚÜ�ÌFÑ;Ô¡È
ÉÓÒJÙÚÔ¶ÌÓßôÌÓË_ú�ì;ÌFÑ\ÍÏÎ<;xÌCÍÏÎÐÉ\Ñ�ÎôÙæÔfßÐÈxÌÓËÏßÐç�ÍÏÇ�ÈR÷PÉFË²ÙwÍxíTî_Ñ;ÉÓÍÚÇ;ÈfË_É\×BÕ
ÙÖÈ¶ËÚÞCÌÓÍÚÎ�ÉFÑLÇ;ÈfËÏÈ£ÎôÙkÍÚÇzÌCÍ�ÍÚÇ;ÈüÌFÛ�ÛBÎÐÍÚÎ�ÞFÈ?ÔfÉFÜë×;ÎÐÑ;ÌÓÍÚÎ�ÉFÑyÎ�ÙºÑ�ÉFÕ
ÍÏÌF×�ßÐç£×7È¡ÍÖÍÏÈfË�ÍÚÇ;ÌFÑ?ì;ÙÚÎÐÑ�ÝZÍÚÇ�ÈRÜ�ÌÓïóÎ�Üëì;Ü ÞCÌFßÐì�È\í�ÆNÇ�Î�ÙæÜ�Ì9ç
ÙÖì;ÝFÝFÈxÙwÍQÍÚÇzÌCÍJÞFÈxÔvÍÚÉ\ËJú\ìzÌÓÑ�ÍÚÎ�;¶ÌÓÍÚÎ�ÉFÑëÜºÎ�ÝFÇ�ÍJÌÓßôÙÖÉ�×zÈ¶Ñ�È¡û;ÍJÒñËÚÉ\Ü
ì;ÙÚÎÐÑ�ÝºÞCÌÓß�ì�È+ÌFÛ;ÛBÎðÍÏÎÐÉ\ÑqÒñÉ\Ë_ÛBì�Ê�ß�ÎôÔfÌCÍÏÈ¶Ù¶í¸ÆNÇ�ÎôÙ�ËÚÈxú�ì�ÎÐËÏÈ¶Ù¶òóÇ�ÉC÷NÕ
ÈfÞ\ÈfËxò·ÌüÛBÎÐýcÈfËÏÈfÑ�ÍëÙÚÔfÉFËÏÎÐÑ;ÝéÒñì�Ñ;ÔvÍÏÎÐÉ\Ñ�ÍÚÇ;ÌFÑ�ÍÚÇ�ÈqÉFÑ�ÈZìzÙÖÈxÛêÎ�Ñ
ÍÚÇ�ÈxÙÖÈjÈfïóÊ7ÈfËÏÎ�ÜkÈ¶Ñ�ÍÏÙ¶í
O Å�� � Å 1>	éÂ � � � Â'À � � �U	£Ã5	�Ä80 �91TÀ � Â
ãöÑZÍÏÇ�Î�ÙPÊ;ÌFÊzÈ¶Ë¶òóÌWÝFÈfÑ;ÈfË²ÌÓß;ÜWì�ßÐÍÚÎÐÕ|Ê;ÌFËÖÍ�ÙÖÍÚËÏì;ÔvÍÏì�ËÚÈ�ÉÓÒ�ÔfÉFÑ�ÍÚÈ¶Ñ\ÍÚÕ
×;ÌFÙÚÈ¶ÛLÎÐÜ�ÌFÝFÈéËÚÈfÍÚËÏÎÐÈ¶ÞCÌÓß�ÙÖçBÙÖÍÚÈ¶ÜºÙk÷NÌFÙkÊ�ËÏÈ¶ÙÚÈfÑ�ÍÚÈxÛ=ígî Þ9ÌFËÚÎÐÕ
È¡Íwç?ÉFÒ�ÛBÎÐý7È¶ËÚÈ¶Ñ\ÍëáPâPãwä�ÍÏÈ¶Ô²Ç�Ñ�Îôú�ì�È¶ÙjÔ¶ÌÓÑü×7ÈºËÚÈ¶Ê�ËÚÈxÙÖÈ¶Ñ�ÍÚÈ¶ÛéÎ�Ñ
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ABSTRACT 

 

As content based video indexing and retrieval has its 
foundations in the prime video structures, such as a shot 
or a scene, the algorithms for video partitioning have 
become crucial in contemporary development of digital 
video technology. Conventional algorithms for video 
partitioning mainly focus on the analysis of compressed 
video features, since the information relevant to the 
partitioning process can be extracted directly from the 
MPEG compressed stream and used for the detection of 
shot boundaries. However, most of the proposed 
algorithms do not show real time capabilities that are 
essential for video applications. This paper introduces a 
real time algorithm for cut detection. It analyses the 
statistics of the features extracted from the MPEG 
compressed stream, such as the macroblock type, and 
extends the same metrics to algorithms for gradual change 
detection. Our analysis led to a fast and robust algorithm 
for cut detection. Future research will be directed towards 
the use of the same concept for improving the real-time 
gradual change detection algorithms. Results of computer 
simulations are reported. 

 

1. INTRODUCTION 
 

The contemporary development of various multimedia 
compression standards combined with a significant 
increase in desktop computer performance, and a decrease 
in the cost of storage media, has led to the widespread 
exchange of multimedia information. The availability of 
cost effective means for obtaining digital video has led to 
the easy storage of digital video data which can be widely 
distributed over networks or storage media as CDROM or 
DVD. Unfortunately, these collections are often not  

 

 

catalogued and are accessible only by sequential scanning 
of the sequences. To make the use of large video 
databases feasible, we need to be able to automatically 
index, search and retrieve relevant material. 

It is important to stress that even with leading edge 
hardware accelerators, factors such as algorithm speed 
and storage costs are concerns that must still be 
addressed. For example, although compression provides 
tremendous space savings, it can often introduce 
processing inefficiencies when decompression is required 
to perform indexing and retrieval. With this in mind, one 
of the main considerations in our development of a system 
for video retrieval is initially an attempt to enhance access 
capabilities within existing compression representations. 

Since the identification of the temporal structures of video 
is an essential task of video indexing and retrieval [1], 
shot detection has been generally accepted to be an 
essential and first step in indexing algorithm 
implementation. We define a shot as a sequence of frames 
that were (or appear to be) “continuously captured from 
the same camera” [1]. A scene is defined as a “collection 
of one or more adjoining shots that focus on an object or 
objects of interest” [3].  

Shot change detection algorithms can be classified 
according to the features used for processing into 
uncompressed and compressed domain algorithms. 
Algorithms in the uncompressed domain utilise 
information directly from the spatial video domain: pixel-
wise difference [4], histograms [5], edge tracking [6], etc. 
These techniques are computationally demanding and 
time consuming, and thus inferior to the compressed 
features based approach. 
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Since compressed-domain methods have become 
dominant in this field [1] we will concentrate more on 
features extracted directly from compressed video. We 
will specifically focus on the use of MPEG compressed 
streams.  

In this context, Yeo and Liu [7] proposed an initial 
method for compressed domain shot detection using a 
sequence of reduced images extracted from DC 
coefficients in the transformation domain called the DC 
sequence. An interesting approach was proposed by Lee 
et al. [8], where they exploit information from the first 
few AC coefficients in the transformation domain, and 
track binary edge maps to segment the video. Two 
approaches similar to our method are proposed by Kobla 
et al. [9] and Pei et al. [10], where the authors have 
analysed information extracted from MPEG motion 
estimation variables in various ways. 

In this paper, the main goal is to develop a new approach 
to the fundamental problems found in a system for real-
time video retrieval, searching and browsing. The initial 
research objectives are directed towards the performance 
of the main video processing algorithms in the 
compressed domain, using the established international 
video standards: MPEG1-2, H.263 and in future MPEG4. 
Further steps will be concerned with a novel approach to 
the specification of low level image features based on the 
scale space paradigm that will be used for the definition 
of image descriptors, colour clustering and shape based 
image retrieval. This approach should introduce 
improvements in video retrieval with low access latency, 
as well as advances in processing speed and algorithm 
complexity.  

The proposed algorithm shows the highest accuracy in 
detection of abrupt changes, while the few attempts to 
implement fast detection of gradual changes show some 
very interesting results: motion features extracted from 
the MPEG stream showed high instability, while the 
referencing measure introduced in Section 2 is vague for 
the detection of longer transitions. 

This paper is organized as follows. In Section 2 we 
present the algorithm for detection of abrupt shot changes. 
Section 3 describes the gradual transition detection 
algorithms continuing with the same approach, as well as 
adding some interesting conclusions. Overall results are 
presented in Sections 6, while finally, in Section 7, we 
give conclusions and a summary of the paper. 

 

2. SCENE CHANGE DETECTION 
 

MPEG-2 encoders compress video by dividing each frame 
into blocks of size 16x16 called MacroBlocks (MB) [11]. 
A MB contains information about the type of temporal 
prediction and corresponding vectors used for motion 
compensation. The character of the MB prediction is 

defined in a MPEG variable called MBType. It can be: 
Intra coded, Forward referenced, Backward referenced or 
Interpolated. Clearly, a MPEG stream has a high temporal 
redundancy within a shot. Thus, a continuously strong 
inter-frame reference will be present in the stream as long 
as no significant changes occur in the scene. The 
“amount” of inter-frame reference in each frame and its 
temporal changes can be used to define a metric, which 
measures the probability of scene change in a given 
frame. We propose to extract MBType information from 
the MPEG stream and to use it to measure the “amount” 
of inter-frame reference. Scene changes are then detected 
by thresholding the resulting function. 
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Figure 1  Possible positions of the cut in a frame triple 

 
A cut is defined as an abrupt scene change between two 
consecutive frames. Without loss of generality we assume 
that a MPEG Group Of Pictures (GOP) will have the 
structure [IBBPBBPBBPBBPBB]. Observe that this 
structure can be split into groups of three frames having 
the form IBB or PBB (a triplet).  
In the sequel I or P reference frames are denoted as j

iR , 
where j=0,1,…N, i=0,1,…,N/3, and N is number of 
frames in the sequence. The first B referenced frame in 
the triplet is denoted as j

iB  while the second one is 
denoted j

ib . Thus, any GOP can be expressed by frame-
triplets of the form: 13313 +==−= ij

i
ij

i
ij

i bBR . This convention 
can be easily generalized to any other GOP structure. 

The location of a possible cut in a triplet is depicted in 
Fig. 1. If the referenced frame j

iB  is the first frame in the 
next shot (shaded frames), there will be a significant 



 

percentage of inter-frame referenced MBs from both j
iB  

and 1+j
ib  in the next reference frame 2

1
+

+
j

iR . If the scene 
change occurs at j

iR 1+ , then the previous frames 2−j
iB  

and 1−j
ib  will be mainly referenced to 3−j

iR . Finally, if 
the scene change occurs at j

ib , then 1−j
iB  will be 

referenced to j
iR 1+  while j

ib  will be referenced to 1
1
+

+
j

iR . 

If two frames are strongly referenced then most of the 
MBs in each frame will have the corresponding type, 
forward, backward or interpolated, depending on the type 
of reference. Thus, we can define a metric for the visual 
frame difference by analyzing the percentage (or simply 
the number) of MBs in a frame that are forward 
referenced and/or backward referenced. 

Let )( jTΦ  be the set containing all forward referenced 

MBs and )( jTΒ  the set containing all backward 
referenced MBs in a given frame with index j and type T. 
Then we denote the cardinality of )( jTΦ  as 

)( jT and the cardinality of )( jTΒ  as )( jT . The 

metric )( j∆  used to determine a cut is defined as: 
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Cut positions are determined by thresholding using either 
predefined constant threshold or an adaptive one. 

 

3. GRADUAL CHANGES DETECTION 
 

The next step in the implementation of a shot changes 
detection algorithm is the detection of gradual changes. 

Gradual transitions do not show such significant changes 
in any of the features, and thus are more difficult to 
detect. Due to advances in digital video editing, there are 
various types of gradual changes: dissolves, where the 
first shot frames become dimmer, while the second ones 
become brighter and are superimposed on the first shot 
frames; wipes, where the image of the second shot 
replaces the first one in a regular pattern, such as vertical 
line, etc. Since there is inevitably additional processing in 
feature analysis for gradual changes extraction, real time 
implementation is even farther from reality than it is for 
basic cut detection. Because of this, the main efforts are 
directed towards an improvement of the solutions for 
gradual changes detection. 

Given that the initial approach was to use information 
incorporated in the process of motion estimation and 
temporal prediction, the first feature to be analysed was 
the set of Motion Vectors (MV) from the MPEG stream. 
The extracted set of vectors is a three-dimensional vector 
field, and within it there are numerous features that could 
be analysed for changes detection, such as statistical 
distribution of vector intensities and angles, gradients, 
divergences, etc. Unfortunately, the results show 
something else. Theoretically, the set of MV should show 
very typical behaviour during gradual transitions. In 
reality there is a decrease in the amount of defined MV 
per frame in transition regions due to an increase in the 
number of Intra coded MBs, so that the process of MV 
analysis becomes highly unstable. This problem becomes 
less important in MPEG streams with higher bit rates, but 
is never avoided entirely. Fortunately, there is some 
important information that can be extracted using MV like 
camera movement, panning, zooming, object appearance 
and disappearance, etc. However, these video features 
belong to processes on a higher level, such as video 
abstraction, scene analyses, etc. We want to remain at the 
lowest level of video partitioning. 

If one wonders if it is possible to use the significant 
instability of MV information as a sign of the shot 
changes, we must draw attention to the fact that the 
information about MV definition is actually information 
about MBType. Moreover, since the approach of the 
abrupt shot change detection algorithm was based on 

Figure 2  Structure of two frame triples 
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analyses of the inter-frame references, it would be natural 
to apply the same paradigm to an algorithm for the 
detection of gradual transitions. 

Obviously, the metrics and the analyses have to be 
different from the ones used in cut detection. The process 
of gradual changes “calculate a frame-to-frame distance 
and then perform some kind of tracking over it” [12], so 
that we need difference metrics between two frames 
within random distance. The inter-frame reference from 
Section 2 can be used as inverted difference metrics, but 
must be generalised to random distance and random frame 
type for this purpose. 

Let us analyse Figure 2, which shows the general frame 
structure in two frame-triples i and i+1. 

Since it is important to define an inter-frame reference for 
each frame and for each frame distance, there will be five 
different types of local inter-frame references )(

1
i

ii XX +
δ  

within a frame triple that will form overall inter-frame 
reference 1/∆D(i) at random distance D. The definition of 
local inter-frame reference is given as follows: 
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To calculate the overall inter-frame reference, the local 
values are simply multiplied, with the frame types and 
positions in mind: 
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Detection of changes is implemented by applying the twin 
comparison algorithm proposed by Zhang et al. [13] to 
the inter-frame difference ∆D(i) as the algorithm metrics. 

 

4. RESULTS 
 

The collection of C++ classes called Mpeg Development 
Classes, implemented by Dongge et al. [14], was used as 

the main tool for manipulating the MPEG streams, while 
Berkeley mpeg2codec was used as the reference MPEG 
codec. Test sequences were produced by Multimedia & 
Vision Research Lab, Queen Mary, University of London. 

To evaluate the behaviour of first algorithm, we generated 
sample MPEG2 video sequence shot.m2v with three 
abrupt shot changes at 6th, 16th and 23rd frame. As 
depicted in Figure 3, the first cut is positioned at rear b 
frame, and as proposed, it is clear that the level of forward 
reference is high at previous B frame )5( , and that at 
the present frame there is strong backward referencing 

)6( . In the same way, for the 16th I type frame there 
are significant )13( and )14( , and the 23rd B type 
frame has strong )23(  and )24( . This procedure 
showed excellent results for abrupt changes with almost 
100% accuracy. 

Evaluation of gradual changes detection is always a 
delicate issue due to the variety of potential transition 
types and digital editing tricks. The dataset used for 
evaluation cannot be considered as a high reference 
dataset, but it has shown some significant results in this 
case.  

 
Figure 3  Detection of the cuts on the 6th, 16th and 23rd frame 

in a sequence Janko.m2v 

The evaluation of the algorithm that analyses motion 
vector fields turned out to be very poor, since we obtained 
less than 5% of MB with defined motion vectors in frame 
areas neighbouring the abrupt shot change. 

Considering the method that uses inter-frame reference 
metrics, let us analyse Figure 4, which shows ∆D(i) 
defined in Section 3. 

There are three shot changes: cut on the 48th frame, wipe 
from the 82nd to the 121st frame and dissolve from the 
160th to the 183rd frame. The graph shows clear detection 
of all three changes replaced by 20 frames because of the 



 

comparison window. However, this method showed 
weaknesses on sequences with high motion during the 
shot changes. 

  
Figure 4  Difference metrics ∆∆∆∆ for three types of gradual 

changes: cut, wipe and dissolve 

 

5. CONCLUSIONS 
 

In this paper, we propos a new shot change detection 
algorithm based on the motion information extracted from 
the MPEG video stream. First, we introduced a method 
for abrupt changes detection that uses inter-frame 
reference derived only from the statistics of the 
MacroBlock types. Second, we applied the similar inter-
frame reference metrics in the algorithm for gradual shot 
detection, where we compared the frame difference within 
a random distance using the twin comparison algorithm. 
Finally, we introduced experimental results in Section 4. 
The results show high accuracy in abrupt shot detection. 
However, the method for gradual changes detection 
shows sensitivity to high motion during the shot changes, 
and thus needs refinement 

We are investigating the possibilities of improving the 
real time gradual shot changes detection using 
multidimensional clustering of the MPEG compressed 
features. Additional MPEG features should make the 
proposed algorithm less sensitive to strong motion during 
the shot changes without losing the real time capabilities. 
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ABSTRACT

This paper proposes a method for tracking of objects
contained in video sequences. Each video object is
represented by a set of polygonal regions. The tracking of
this model along moving sequence is based on a detecting
and indexing new objects in a video scene.

1 INTRODUCTION

The new ongoing standard of video representation and
coding  MPEG4 [1] gives tremendous possibilities for the
composition of heterogeneous video scenes combining
video objects of various nature. The main challenge
behind MPEG4 technology is the development of efficient
and truly automatic methods for extracting and tracking of
objects in video. Once video objects are known  at each
time in a video, they can be manipulated, put into another
scene etc…. Numerous research works have been
developed recently [2,3] devoted to the problem of
automatic tracking of a selected video object (VOP) in a
scene. In this paper we address the problem of tracking in
case of changing content, with strong structural changes in
a known object and new objects witch appear in the scene.
The method with the extraction of video object from a
complex natural video scene at the initial time instant,
using a fine spatial partition of image plane. The geometry
of each spatial primitive is represented by a piece-wise
linear approximation of the border. Affine motion model
of each polygonal region is estimated by means of gradient
descent method. Then all regions are classified
semantically by means of  human interaction. Then
connected regions are merged in each semantic class to
build a hierarchical representation of the scene using
motion homogeneous criteria. The tracking of changed
content is based on motion estimation of regions along the
time and on textural and topological coherence measures.
The paper is organized as follows: section 2 describes the
initialization of object-based partition of video scenes.

General tracking scheme is described in section 3. Section
4 represents the indexing of VOPs in case of time-varying
content. Finally  main results of the tracking are presented
in section 5.

2  INITIALISATION OF OBJECT-BASED PARTITION OF

VIDEO SCENES

To extract objects to be tracked, a spatial color–based
segmentation of video frame at the initial time instant is
applied. The spatial segmentation (see Figure 3-c) is the
result of a modified color based watershed algorithm we
developed in [4]. For each spatial region a polygonal
representation is constructed using a piece-wise linear
approximation of its border. To build the spatio-temporal
structure we estimate the motion of each polygonal region
by the gradient descent method. The motion vector
parametersΘ correspond to a reduced affine 2D motion

model ( )Tyx ktt θ,,,=Θ . According to it, an elementary

displacement vector (dx,dy)T at each pixel position (x,y) in
a given region is expressed as:
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Here xg,yg are the coordinates of the gravity center of the
region tx,ty, are translation parameters, div is a zoom
parameter and rot is a rotation parameter [5].
Theses regions should be labeled semantically to provide
VOPs corresponding to meaningful objects in a scene.
Purely automatic labeling is possible only for simple
scenes , where a strong difference of dynamic and textural
characteristics of objects and the background is observed.
In general case of natural scenes, an object can be partly
static an thus can not be distinguished from the
background based on motion. The color and texture of
object can be similar to the background. Therefore, a user
interaction is required to completely extract objects in a
general case. We propose a minimal human intervention.



The user creates a binary semantic class mask on the first
frame by encircling objects, here we have an image with 0
in the background and 1 inside objects (the encircled
area). This binary image called “user mask” is then used
for the initial VOP labeling.

Each polygonal region is superimposed on the user mask
to get the initial classification. Thus the object threshold
noted objTh and three semantic classes can be introduced:

1. “Object”: is the class for objects in the scene.
2. “Background”: this class denotes generally the

scene background.
3.  “Uncertain”: this class represents the ambiguous

area on VOPs borders.
The semantic label of each region is obtained according to
the following.
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The labeled spatial regions constitute a fine partition of the
image plane which is too redundant with regard to the
scene content (see Figure 3-b).  Therefore, a motion-based
merging process is necessary to construct more meaningful
region-based partition. We follow the merging strategy
proposed in [6] to construct a nested hierarchical
polygonal partition inside each semantic class see Figure
4.
Finally, each VOP is indexed in the video scene by the
following method.
Each polygonal region in the image plane corresponds to a
region-node in the region adjacency graph (RAG). Starting
from an arbitrary “Object Class” node in RAG, all the
graph is traversed by “In-Depth Search” algorithm and the
maximal sub-graph with only Object Class nodes is
isolated. This sub-graph corresponds to a connected VOP
in the scene. All region-nodes receive a label we call
“Object Index”. The process is re-iterated for all
remaining “Object class” nodes with incremented “Object
Index” label.
 Resulting form this process, the label of each region in
image plane partition is set to “Uncertain”, “Background”
or  its own “Object Index” value corresponding to the
VOP index.

3 TRACKING SCHEME

The principle that guides our tracking scheme was
developed in [5] for polygonal partition of video frames
Based on affine motion model of 2D apparent motion, it
consists in projecting of polygons in time axis direction,
adjusting of predicted borders by an active contour model,
segmenting of regions with changed content and merging
of regions at time t+1. Thus the spatio-temporal partition
St+1 is obtained from St. In the scenes with changing
content, it is necessary to label new regions as belonging
to new or pre-existing VOPs, to the background or to
Uncertain class.  The method presented here incorporates
solutions for labeling the new regions.
A new region is the result of prediction and adjustment
steps of tracking scheme. When projecting a spatio-
temporal partition St to the next frame with affine model,
overlapped and uncovered areas are formed in image plane
at time t+1. In our previous work [5] we studied in detail
processing of occlusions in overlapped areas. For these
occlusions their motion–based assignment to already
existing regions was proposed. In this work we concentrate
to a more difficult type of occlusions without “pre-
history”, that is to uncovered regions. They can appear in
the neighborhood of VOPs, on the borders of video frames
in case of background motion, inside VOPs (self-
uncovered areas). The second problem is to correctly label
the “cut regions” which are issued from the motion-based
segmentation of projected regions with increased motion
compensation error. The uncovered and cut regions
contain both parts of new objects and of the background or
pre-existing objects. Thus the problem here is to correctly
label these regions  with “Object Index” value,
“Background” or “Uncertain” labels. We show in the next
section how this goal can be achieved.

4 NEW REGION LABELING

New region having different origins, we establish different
rules for each type: the cut region labeling is based on
motion estimation, the uncovered region labeling is based
on the texture information and topological analysis of its
spatio-temporal neighborhood.

4.1 Labeling of uncovered regions

Regions in uncovered areas after projection of
segmentation can be adjacent to VOPs borders, or to be
situated inside an articulated VOP. To label these areas
two measures are combined: a score of pixels belonging to
a specific class (Object, Uncertain, Background) in the
past reference frame on one hand and a texture similarity
measure in the current frame on the other hand. These two
measures are mixed in one decision rule.



The first measure denoted Score refers to the class to

which each pixel of region 1+tR  back-projected into

frame tI does belong. The second measure denoted L
indicates  the class of a region in the neighborhood of

1+tR  in the current frame, which has the most similar

texture to the texture of 1+tR . A trust weights are assigned
to each of these measures and the resulting class  label for

the region 1+tR  is that maximizing the global trust
measure.

t t+1
Figure 1. Diagram of a back-projection

Let see in Figure 1 the new region 1+t
kR in grey and its

back-projection t
kR into the frame It. First we compute its

score as:
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Figure 2. Diagram of uncovered region and his

neighborhood

The computation of texture similarity measure is based on
assumption of gaussian grey-level distributions in limited
windows surrounding the given region. This windows are
constructed by dilating the region kR . Figure 2 depicts the

method: in figure 2-a the region is denoted by hatched

pattern, figure 2-b presents a dilated region, the resulting
windows are shown at figure 2-c (hatched pattern).
Thus the parameters of windows in neighborhood  { }kiR

will be  mean kiµ and variance 2
kiσ .

The neighbor likelihood is computed  as [7]:
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where N is the regions number in the neighborhood of Rk .

We define kjLM as the neighborhood average of the
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4.2 Labeling of cut regions

When a region is re-segmented at time t+1, the resulting
set of regions could contain parts of new objects and parts
of existing already labeled regions at time t. The problem
here is to define which sub-region corresponds to a new
moving object superimposed on the pre-existed
background or to a new detail in the pre-existing object.
The method we propose is based on the measurement of a
differential  motion activity of each sub-region. The
assumption here is that a new significant region belonging
to a new objets strongly changes its motion between two

successive frames. Let 1+t
kiR  denote a sub-region resulting

from motion–based segmentation of region kR  at time

t+1. Let t
kθ be the motion parameter vector  of kR at time

t, 1+t
kiθ is the motion vector of 1+t

kiR , If the region 1+t
kiR  is

back-projected into the image plane at time t, then to the
pixel position (x,y) at t+1corresponds the position (x+dx,

1+t
kR

t
kR



y+dy). The elementary displacement vectors ( )1,, +t
kiyxd θ

r ,
( )t

k
tt dyydxxd θ,, 11 ++ ++

r  are computed at time t+1 and t  for each

pixel position (x,y) and (x+dx, y+dy) respectively with

motion parameters of the regions 1+t
kiR and t

kR .

Then the measure of differential motion activity we
introduce will be expressed as :
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If this measure is stronger than a threshold, then the region
1+t

kiR  is labeled as Object-class region.

5 RESULTS AND PERSPECTIVES

The proposed automatic indexing of Objects in scenes
with a changed content was experimented on the sequence
“Children” in CIF format at 12 ips (MPEG4 test
sequences). Some results are given in the table 1.
Here we compare the performance of our Automatic
labeling to the visual tracking result considered in frames
at time t=3 and t=5 .

Frame Type Region-
Number

Correct-
classification

3 Cut 7 5
Uncovered 28 20

5 Cut 8 4
Uncovered 34 25

Table 1. Statistic performance

The result of semantic classification  uncovered areas are
shown at Figure 5. Here the left image depicts these areas
in grey, the right image correspond to the results of
classification.
The labeling of “cut regions” is shown in Figure 6. It can
be seen that new moving objects are correctly labeled.
Finally, the tracking results are shown in Figure 7.
These first results are promising. They show that in the
sequence with a changed content and a strong relative
motion of objects with the background the main objects
are detected successfully. Nevertheless the tracking of the
semantic classification can present some errors in  thin
areas.

-a- -b-

-c- -d-

Figure 3.  The process of the first semantic classification.
-Sequence “Children” frame at t=3-

a) original frame b) user mask, c) spatial segmentation, d)
result of the semantic classification.

Figure 4. The result of  the manual semantic
classification for the first frame (black for

Background, white for the VOPs and grey for Uncertain)

-a- -b-

Figure 5. The result of  the semantic classification of the
uncovered regions

a) the new uncovered regions in black, b) the black is for the
“Background”, the white for the “Object”, the dark grey is for
the “Uncertain”. The pale grey is used only to display  all
regions.



Figure 6. The result of  the semantic classification of “cut
regions”

a) the new cut regions in black, b)the black is for the
“Background”, the white for the “Object”, the dark grey is for
the “Uncertain”. The pale grey is only the color of the support
frame

t0=3

t=5

t=7

t=9

t=11
-a- -b-

Figure 7. The result of the polygonal tracking
a) the original frames with the segmentation, b) the semantic
frames: the black is for the “Background”, the white for the

“Object”, the grey is for the “Uncertain”.

This work is supported by the project RNRT OSIAM.
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ABSTRACT 

In an empirical study, 36 subjects rated the 
similarity of 20 color patterns. The analysis of 
the similarity ratings with hierarchical 
clustering and factor analysis yielded four 
relevant basic categories of pattern features. 
These categories turned out to be 1. 
directionality, 2. color purity, 3. regularity and 
complexity and 4. (somewhat surprising) 
purpleness. These categories are in principle 
similar to an earlier study, but partly the results 
differ. Taken together, a relative stable core of 
general categories for pattern similarity ratings 
is emerging, which play an important role for 
most subjects and patterns; as well as other 
features, which may play a role only for certain 
pattern combinations or few subjects.  

1 INTRODUCTION 
Today’s image retrieval systems frequently 
utilize the “query by example” input method. 
The user specifies a picture from a random 
sample which is “most similar” to his or her 
target image. While this “query by example” 
method is very comfortable for input, its 
satisfying output depends on the successful 
definition of “similarity”: it is crucial to know 
which of all possible features of an example 
image the human user expects to be similar in 
the returned images from the database. In the 
following, we report some empirical findings 
on the psychological dimensions of colored 
texture and pattern similarity. 
 
Besides color and shape, texture is one of the 
basic dimensions of images. While there has 
been some research on the psychological 
dimensions of gray textured patterns [1], up to 
now, there has been reported only one study on 
the categories of human similarity ratings of 
color patterns (Mojsilović, Kovačević, Kall, 
Safranek & Ganapathy, 2000 [2]). Using 
hierarchical clustering and multidimensional 
scaling techniques, Moijsilović et al. 

determined the basic categories in judging 
similarity of color patterns to be 1. overall 
color (one dominant color vs. several colors), 
2. directionality and orientation, 3. regularity 
and  placement, 4. color purity (pale vs. 
saturated colors) and 5. complexity and 
heaviness.   
 
To test the validity of these findings, we 
repeated the empirical study, supplementing 
the basic design with new texture material, a 
new computer aided stimulus presentation, and 
a higher number of participants as well as a 
higher number of ratings per participant. In the 
following section, the methodology of the 
empirical setting is described. In section three, 
the results are presented, and in the final 
section, conclusions are discussed.  

2  METHOD 

2.1 Selection of Stimuli 
Taken from several pattern databases, 106 
patterns of great variety were presented in a 
short pre-study to 12 participants which had to 
choose 10 especially distinctive patterns and 
10 patterns which were similar to several other 
patterns. The combination of these ratings 
were used to identify twenty patterns which 
included very distinctive as well as “middle-
of-the-road”-patterns. These 20 patterns (see 
Fig.1) were then used in the actual study1.  

2.2  Subjects and Ranking Procedure 
Thirty-six subjects (23 male and 13 female), 
age ranging from 22 to 59 years (M = 35.4 
years), participated in the study. They were in 
part staff members from Heinrich Hertz 
Institute, in part students, acquaintances of 

                                                 
1 A file of this paper with colored pictures can be 
obtained at http://www.hhi.de/IM/publications 



  

Fig 2. Screenshot of the stimuli presentation. Left: the target 
stimulus. The five patterns below the middle line show the initial 
random presentation of patterns. The five patterns above have 
already been moved by mouse to indicate the perceived similarity. 
The position of the momentarily active pattern 14 (the gray one) 
has a similarity value of “49”, indicated in a small window on the 
left.  

staff members or other people 
interested in participating in 
psychological experiments. 20 
subjects were wearing glasses, all 
had normal color perception. The 
subjects were not familiar with the 
pattern set. The subjects had to 
indicate the perceived similarity 
between every combination of the 20 
patterns, including the reversed 
combinations (same pair of patterns, 
but reversed target position), leading 
to a total of 380 coupled 
comparisons. In addition, the 
subjects had to rate randomly chosen 
5% of the pattern combinations 
twice, adding an additional 20 
comparisons. The patterns were 
presented on a large computer 
display (24’’) in 40 rounds with one 
target stimuli and 10 other stimuli at 
a time. These patterns could be 
moved horizontally with the mouse. 
The subjects had to draw the targets 
to that distances which indicated 
their perceived similarity to the 
target stimuli (see Fig. 2): very 
similar stimuli had to be moved to 
the left near the target stimulus, very 
dissimilar stimuli to the right. The 
“similarity index” of the momentary 
position of a moved pattern was 
indicated in numbers from 1 (totally 
dissimilar) to 100 (totally similar).  
 
Overall, this procedure yielded 
14400 similarity ratings for the 20 
patterns (36 subjects X 400 
similarity judgements). Prior to 
statistical analysis, the ratings of the 
doubly rated pattern pairs were 
averaged, reducing the total number 
to 13680 judgements. 877 judge-
ments whose deviation to the 
reversed similarity rating exceeded a 
value of 40 were considered as “wild 
scores” and excluded from the 
multidimensional scaling analysis.  
 

3 DATA ANALYSIS AND 
RESULTS 

Fig. 1. Pattern set used in the experiment. Numbers (1-5, 6-10,11-
15,16-20) will be referred to throughout the paper.  



  

3.1 Multidimensional Scaling Results 
Multidimensional Scaling is a frequently used 
statistical procedure in social sciences, which 
allows to extract underlying independent 
dimensions of dissimilarity from a pool of 
dissimilarity ratings of stimulus pairs2. 
Mojsilović et al. were able to extract up to 5 
meaningfully interpretable dimensions from 
their data material, while the (statistically 
possible) six-dimensional solution turned out 
to be unintelligible. We used the identical 
statistical procedure3 and the same statistic 

                                                 
2 A short introduction of the underlying 
mathematical principles is e.g. presented in Mojsi-
lović et al.  
3 The specifications were: weighted MDS (accoun-
ting for individual differences), squared and 
asymmetric matrix (using the differences between 
reversed similarity ratings), matrix conditionality  

package (SPSS). With our data, we were able 
to extract up to four meaningful dimensions, 
while the five-dimensional and six-
dimensional solutions turned out to be not 
interpretable in a coherent way. In the 
following, we will confine the discussion on 
the most informative four-dimensional 
solution, omitting their development out of the 
two- and three-dimensional solution. In Fig. 3, 
the order of the 20 patterns in each of the four 
dimensions is pictured. 
 
Dimension 1: Directionality. On the left side 
of Dimension 1, all patterns with continuous 
lines are gathered. On the right side, patterns 

                                                                       
and ordinal scale analysis level. Even if the data is 
in principle interval scaled, the relatively high 
deviations between doubly as well as reversed 
similarity judgements made it more plausible to 
treat the data as being ordinal scaled.   

Fig. 3. The patterns, arranged according to their values in each of the four extracted dimensions. The horizontal 
distance between two patterns represents the dissimilarity in that dimension. Therefore, distinctive patterns for a 
dimension are placed on the left and right, giving the dimensional “poles” of that dimension. Uncharacteristic 
(“undecided”) patterns are placed in the middle. See text for further discussion.  



  

with closed and rounded lines are placed. 
Three of the four “undecided” patterns in the 
middle are irregular and therefore neither 
continually lined nor rounded (1, 10, 13). In 
contrast, pattern 2 consists of small round 
circles which are placed in a linear way: this 
pattern belongs to both sides of this dimension. 
The important psychological similarity feature 
in this dimension can be interpreted as the 
directionality and orientation of the patterns.  
 
Dimension 2: Color purity. On the left side of 
Dimension 2, the four black-and-white pictures 
can be found, followed by patterns whose 
colors contain a relatively high share of white 
or black. On the right side, the colors are 
becoming more and more saturated and vivid. 
The distinctive psychological feature behind 
this dimension is the color purity of the 
patterns. 
 
Dimension 3: Purpleness. The seceding feature 
in this dimension seems to be color tone. All 
patterns containing red are gathered on the left 
side, most distinctly the patterns containing 

some purple (6, 9, 12, 16, 18). On the right 
side, all patterns without red are placed, but 
they don’t seem to be sorted in coherent colors 
which could be interpreted as being most 
dissimilar to red (e. g. yellow<blue< green). 
Additional Analyses with MDS on single-case 
data indicated that the usage of color tone as a 
similarity feature is relatively common, but the 
impressions of dissimilarity between different 
color tones differ from subject to subject. 
Therefore, no clear cut “ranking” emerged in 
the global analysis. Besides, the “purpleness” 
as “the” distinctive feature of color tone 
similarity is possibly only a “majority  
decision”; at least some people favored green 
(pattern 5, 10, 15, 17) as being distinctive 
against all other colors. 
 
Dimension 4. Regularity, Orientation and 
Complexity. Basically, the structural blueprint 
of the patterns in Dimension 4 changes from 
being symmetrical and orthogonal on the left 
over being diagonally oriented and of 
disturbed symmetry to complete asymmetry on 
the right. The left group consists of all patterns 

Fig. 4. Dendrogramm (simplified) of the hierarchical clustering analysis. Most similar patterns are 
piled up; lines indicate the combination of patterns in higher cluster.  



  

from the stimulus set which are symmetric and 
orthogonally oriented. The middle group 
contains diagonally striped patterns (9, 12, 6, 
and 1). Besides being not orthogonally 
oriented, the placement of stripes in Pattern 6 
and 1 is of disturbed symmetry. The right 
group of patterns contains all irregular shaped 
patterns (7, 10, 14, 20) with no obvious 
preferred direction.  

There are three exceptions to these overall 
placement rules: pattern 13 is placed in the 
middle group though being symmetrical and 
orthogonal; and patterns 11 and 15 which are 
situated in the right group though being striped 
diagonally and at least somewhat symmetric. A 
plausible explanation for the “right shift” of 
these three items is their high complexity: 
pattern 13 is a very baroque pattern with a lot 
of fine details, pattern 11 possesses a complex 
substructure and pattern 15 is drawn in 
vaporous and quivering colors. In addition, the 
patterns to the very left are not only symmetric 
and orthogonal but of especially clear-cut 
character. Therefore, it can be concluded that 
the degree of complexity is the third feature 
underlying this dimension.  
 
Summary. Taken together, the four dimensions 
account for 54% of the variance (squared 
correlation, RSQ) in the dissimilarity 
judgements of the subjects.  Taken into 
account that the perception of pattern 
similarity is a highly idiosyncratic process 
which might differ from person to person, the 
reduction on 4 basic feature dimensions which 
explain more than half of the variance is a 
satisfying outcome. 
 
3.2 Hierarchical Clustering While MDS 
allows to determine basic dimensions 
underlying the mass of single similarity 
ratings, hierarchical clustering is a statistical 
technique to clarify the neighborhood 
conditions between the rated items, in this case 
the patterns. Starting with all patterns 
singularized, the patterns with the highest 
similarity ratings are successively combined to 
clusters; adjacent patterns are combined with 
such clusters until finally the clusters are 
combined to one single cluster. The “pathway” 
of this clustering process (a dendrogram) 
pictures the relative “kinship” of the 20 
patterns in the study (see Fig 4). This “kinship” 

can be attributed (ideally) to the combined 
distances of patterns in the 4 dimensions of the 
MDS.  E.g., pattern 6, 9 and 12 are closely 
together on all four dimensions of the MDS; in 
concordance, they are combined very early in 
the hierarchical cluster analysis (see very left 
pile in fig. 4). Pattern 11 and 15 are somewhat 
similar to pattern 6, 9, 12, namely: they have 
the same directionality (continuing and 
diagonal lines) and a similar midlevel color 
purity. But both patterns are a) not purplish 
and b) complex res. vaporous and not clear-
cut. Accordingly, pattern 11 and 15 are 
grouped together to an own cluster (second-left 
pile) which is then on a higher level combined 
with the cluster containing 6, 9, and 12. The 
other clustering processes can be 
acknowledged in similar ways.  
 

4  DISCUSSION 

Our study was a moderately modified attempt 
to replicate the findings reported by 
Moijsilović et al. Several important 
dimensions of pattern similarity judgement 
could successfully be replicated; namely the 
following: directionality, regularity, 
orientation, complexity and color purity. The 
general importance of these dimensions for 
pattern comparisons has been confirmed by 
our results. However, it should be mentioned 
that orientation and complexity were affiliated 
with regularity and not with directionality res. 
heaviness, as was the case in the foregoing 
study.  

Two other dimensions from the Moijsilo-
vić et al. study could not be identified in our 
statistical analyses: the “pattern heaviness” and 
the “overall color (chromaticity)” dimensions, 
the latter having emerged as most important 
dimension in the preceding study. In addition, 
our MDS turned out a new dimension, the 
“purpleness” dimension. This is particularly 
interesting, since Moijsilović et al. 
hypothesized that color tone will generally not 
be a dimension for pattern comparisons. This 
turned out to be false: we can conclude that 
this dimension, as well as pattern heaviness 
and chromaticity, are at least sometimes 
relevant, but not always (probably dependent 
on salient features to distinguish between 
patterns). 



  

  
Finally, another result which could not be 
replicated were the rules of feature 
combinations which reportedly accounted for 
the hierarchical clustering analysis in the 
foregoing study. Moijsilović et al. assumed 
that they had identified some general rule (“a 
grammar”) of feature combinations in pattern 
similarity judgement. According to our  
findings, this is not the case. It seems more 
plausible that the sum of dissimilarity between 
two patterns on the identifiable dimensions 
accounts for their overall distance in the 
histogram. But this sum can result from any 
combination of dimensional differences and is 
not bound to a certain sequence in combining 
this dissimilarity values.  
 
Conclusions. In combining the results of the 
two color pattern similarity studies, a more 
differentiated evaluation of the generally and 
seemingly only infrequently important pattern 
features has evolved, installing something like 
a (still incomplete) ground truth for color 
patterns. The next step will be to test the 
output of different texture descriptors against 
these psychological dimensions of patterns.  
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ABSTRACT

In this paper a new IR methodology based on proto-
type matching is presented. A prototype is an inter-
esting document or a part of an extracted, interesting
text. The prototype is matched with the existing doc-
ument database or the monitored document ow. Our
claim is that the new methodology is capable of auto-
matic content-based �ltering using the information of
the document. To verify this hypothesis a test was de-
signed with the Bible. Four di�erent translations, En-
glish, Finnish, German, and Latin were selected as test
text material. Veri�cation experiments that included
the search of ten nearest books to every book of the
Bible were performed with a designed prototype version
of the software application. The results are reported in
this paper.

1 INTRODUCTION

The Internet, atbed scanners and computers have
made it possible to produce huge amounts of text doc-
uments. Now, it is essential to manage them. It is ex-
tremely important to �nd the desired documents. The
information retrieval in text documents has usually been
based on automata theories, grammars, language theo-
ries, fuzzy logic, natural language processing, or latent
semantic analysis. [1, 3].
A common approach to topic detection and tracking is
usage of keywords. This approach is based on assump-
tion that the keywords given by the authors characterise
the text well. This might be true but then one neglects
the accuracy. More accurate method is to use all the
words of a document and the frequency distribution of
words. Now the comparison of frequency distributions
is a complicated task. There are theories that the rare
words in the histograms distinguish documents [2]. Our
approach utilises this idea but in a peculiar way. The
idea is expanded also to sentence and paragraph levels.
In this paper we represent our methodology and test

it for the problem of information retrieval. The evolu-
tion of the methodology has been earlier discussed in
several publications [6, 4, 5]. In the second chapter the
applied methodology is described. In the third chapter

the designed experiments are described and the valida-
tion results are reported. Finally, the methodology and
the results are discussed.

2 METHODOLOGY

The methodology is based on word, sentence, and para-
graph level processing. The original text is �rst prepro-
cessed, extra spaces and carriage returns are omitted,
etc. The �ltered text is next translated into a suitable
form for encoding purposes. Encoding of words is a wide
subject and there are several approaches for doing it:
1) The word is recognised and replaced with a code.
This approach is sensitive to new words.
2) The succeeding words are replaced with a code. This
method is language sensitive.
3) Each word is analysed character by character and
based on the characters a key entry to a code table is
calculated. This approach is sensitive to capital letters
and conjugation if the code table is not arranged in a
special way.
We chose the last alternative, because it is accurate

and suitable for statistical analysis. A word w is trans-
formed into a number in the following manner:

y =

L�1X

i=0

ki � cL�i (1)

where L is the length of the character string (the word),
ci is the ASCII value of a character within a word w,
and k is a constant.
Example: word is \c a t".

y = k2 � ascii(c) + k � ascii(a) + ascii(t) (2)

The encoding algorithm makes a di�erent number for
each di�erent word, only the same word can have an
equal number. After each word has been converted to
a code number we set minimum and maximum values
to words, and look the distribution of words' code num-
bers. Now one tries to estimate the distribution of the
code numbers. Weibull distribution is selected to rep-
resent the distribution of the code numbers. Other dis-
tributions, e.g. Gamma distribution, are also possible.



However, the selected distribution should have only a
few parameters and it should match the observed distri-
bution as well as possible.
In the training phase the range between the minimum

and the maximum values of words' code numbers is di-
vided to Nw logarithmically equal bins. The count of
words belonging to each bin is calculated. The bins'
counts are divided with the number of all words. Then
the best Weibull distribution corresponding to the data
must be determined. Weibull distribution is compared
with distribution by examining both distributions' cu-
mulative distribution. Weibull's Cumulative Distribu-
tion Function is calculated by:

CDF = 1� e(((�2:6�log(y=ymax))
b)�a) (3)

There are two parameters that can be changed in
Weibull's CDF formula: a and b. A set of Weibull distri-
butions are calculated with all the possible combinations
of a's and b's using a selected precision. The possible
values for the coeÆcients are restricted between suitable
minimum and maximum values. The cumulative code
number distribution and Weibull's cumulative distribu-
tion are compared in the smallest square sum sense.
In the testing phase the best Weibull distribution is

found and it is now divided to Nw equal size bins. The
size of every bin is 1=Nw. Every word belongs now to
a bin that can be found using the code number and
the best �tting Weibull distribution. Using this type
of quantisation the word can now be presented as the
number of the bin that it belongs to. Due to the se-
lected coding method the resolution will be the best
where the words are most typical to text (usually 2-5
length words). Rare words (usually long words) are not
so accurately separated from each other. Similarly on
the sentence level every sentence has to be converted to
a number. First every word in a sentence is changed to
a bin number in the same way we did with words earlier.
Example:

I have a cat .

bn0 bn1 bn2 bn3 bn4

where bni = bin number of the word i.
The whole encoded sentence is now considered as a

sampled signal. The signal is next Fourier transformed.
Since the sentences of the text contain di�erent num-
bers of words, the sentence vectors' lengths di�er. Here
we use the Discrete Fourier Transform (DFT) to trans-
form the sentence vectors. We do not consider all the
coeÆcients. The input for the DFT is (bn0; bn1; :::; bnn).
DFT's outputs are coeÆcients B0 to Bn. The second co-
eÆcient B1 is selected to be the number that describes
the sentence. The reason why the B1 component is se-
lected is that in the experiments it has been observed
that B0 is too much e�ected by the sentences' length.
After every sentence has been converted to numbers,

a cumulative distribution is created from the sentence

data set in the same way as on the word level. Now the
range between the minimum and the maximum value
of the sentence code numbers are divided to Ns equal
size bins. The count of sentences belonging to each bin
is calculated and the bins' counts are divided with the
number of all sentences. The best Weibull distribution
corresponding to the sentence data is found using the
cumulative distribution of both distributions. Now the
best distribution can be used in the quantisation of sen-
tences. An example of a sentence distribution and a
corresponding best Weibull distribution are illustrated
in Fig. 1, subplots 1 and 3. In these examples the num-
ber of the bins Ns is 25.

On the paragraph level the methods are similar. The
paragraphs of the document are �rst converted to vec-
tors using the code numbers of the sentences. The
vectors are Fourier transformed and the coeÆcient B1

is chosen to represent the paragraph. After the best
Weibull distribution corresponding to the paragraph
data is found it can be used in the quantisation of para-
graphs.

When examining the single text documents, we cre-
ate histograms of the documents' word, sentence, and
paragraph code numbers according to the correspond-
ing value of quantisation. On the word level the �ltered
text from a single document is encoded word by word.
Each word code number is quantised using word quanti-
sation created with all the words of the data base. The
right quantisation value is determined, an accumulator
corresponding to the value is increased, and thus a word
histogram Aw is created. The histogram Aw consisting
of Nw bins is �nally normalised by the word count of the
document. On the sentence and the paragraph levels the
histogram creation process is similar. The single docu-
ment is encoded to sentence and paragraph code num-
bers and the hits according to the corresponding place
in the quantisation are collected in histograms As and
Ap. An example of a sentence histogram is illustrated
in Fig. 1, subplot 2. With the histograms from all the
documents in the database we can compare and analyse
the single documents' text on the word, sentence, and
paragraph levels. The histogram creation and compar-
ison processes are illustrated in Fig. 2. Note, that it
is not necessary to know anything from the actual text
document to do this. It is suÆcient to give one docu-
ment as a prototype. The methodology gives the user all
the similar documents, gives a number to the di�erence,
or clusters similar documents.

3 EXPERIMENTS

To check how the methodology works with multilan-
guage documents two tests were designed. The tests
were planned so that the results would depend on the in-
formation in the documents, on the language, the style,
and naturally on the methodology. It was important to
�nd a text that is carefully translated into another lan-
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guage. In translation it is important, at least, to keep
the information even though the form depends on the
language. The Bible was selected to meet the demands.

The translations used were King James Bible in En-
glish and the translations from years 1933 (the Old Tes-
tament) and 1938 (the New Testament) in Finnish. The
German version is the Luther translation, and the Latin
version Jerome's translation (Vulgate) from years 382-
405. The idea was to select a window of closest matches
and to compare all the books in the Bible. The bin size,
and thus the size of the histograms, for the word level
was 2080, for the sentence level 25, and for the para-
graph level 10. The word, the sentence and paragraph
level histograms were created based on the whole text
of the Bibles in four languages. Euclidean distance was
used in their comparison.

In the �rst experiment the capability of the method-
ology to separate documents on a coarse level was ex-
amined. We know that the Old and the New Testa-
ment books di�er and expected to see a di�erence in the
�rst test. Every book was one by one taken as a proto-
type document, and ten closest matches were examined.
Note, that the order within the window is not consid-
ered, only the co-occurrences. The number of books in
the window that matched with other books in the Old
Testament, respectively in the New Testament are re-
ported for four languages in Tables 1, 2, 3, and 4. For
example, for the Genesis (book number 1) in English,
we see that on the word and the sentence level there are
six Old Testament books among the ten closest books,
and on the paragraph level there are nine.

The idea of the second experiment was to compare
ten closests matches in each language and count the co-
occurrences. The results on three di�erent levels are
shown in Tables 5, 6, and 7. Let's examine again the �rst
book in the Bible, the Genesis. When the ten closest
book in each language are collected the total number
of books is 40. For the Genesis, among these 40 books
there are �ve books that appear only once, 2 books that
appear twice, �ve books that appear three times, and
four books that appear in all languages.

4 DISCUSSION

The main idea is to test the ability to �nd similar con-
tents. One of our basic assumptions is that within a
speci�c �eld, for instance in law or business, the am-
biguities of words will not disturb. Our experiments
are based on the model that the content of a document
is described by the information, the language, and the
style. That was the reason why the Bible was selected as
test material. We know that the translations have been
done very carefully, at least at the information level.
The inuence of language and the style is eliminated by
using English, Finnish, German, and Latin versions of
the Bible. First a simple test was designed: the task was
to distinguish between the Old Testament and the New

Testament. The search was done by taking one book
as a prototype and all similar books to that book were
searched. Ten closest matches were displayed and all the
books were checked. The results were similar from lan-
guage to language. At the word level on average eight
books from ten were from the assumed class. At the sen-
tence level there was more variety, from �ve to six books
were from the assumed class. At the paragraph level on
average �ve books from ten were from the assumed class
It was amazing to note that independently of language
it was possible to �nd four same books within ten closest
matches at the word level. At the sentence level inde-
pendently of language it was possible to �nd two same
books within ten closest matches but at the paragraph
level only 0.4 books were possible to �nd. These results
are far better than is possible to achieve by random.
It seems that a methodology capable of content-based

�ltering has been developed. The methodology can eas-
ily be adapted to new �elds by training.
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Table 1: Number of books corresponding to the prototype's Testament among ten closest matches in English.

The Old Testament, book number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
Word 6 10 10 10 10 10 9 5 6 8 10 10 9 10 10 10 10 8 10 9 6 9 10 10 9 10 9 10 10 10 10 6 10 10 10 10 10 10 10

Sentence 6 4 9 5 9 8 9 9 9 9 8 9 6 8 7 8 7 5 5 7 5 5 7 9 5 10 9 8 10 6 9 6 2 6 7 5 9 10 7
Paragraph 9 8 7 5 8 5 9 6 10 8 7 8 3 9 8 8 5 9 9 8 7 8 9 8 9 10 7 7 7 8 7 6 8 7 7 7 5 9 5

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

Word 5 4 5 5 4 10 9 10 10 9 5 10 10 10 10 10 10 9 10 10 10 7 9 10 7 9 0
Sentence 6 5 5 5 3 6 5 3 3 7 6 3 4 6 3 8 5 5 5 6 1 6 5 5 3 5 0

Paragraph 4 2 3 2 3 3 1 2 1 1 4 3 1 4 3 3 2 4 1 4 2 6 4 4 4 6 2

The Old Testament average The New Testament average Total average

Word 9.21 8.04 8.73
Sentence 7.23 4.59 6.15

Paragraph 7.44 2.93 5.59

Table 2: Number of books corresponding to the prototype's Testament among ten closest matches in Finnish.

The Old Testament, book number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
Word 10 10 10 10 10 10 10 8 10 10 10 10 10 10 9 10 10 10 10 9 8 8 10 10 8 10 9 10 9 10 10 10 10 9 10 10 10 10 10

Sentence 6 7 10 9 8 7 9 9 7 8 7 10 7 10 9 6 7 6 5 7 4 7 6 9 4 9 9 6 5 9 6 3 5 4 5 7 6 9 7
Paragraph 4 9 7 4 8 5 8 9 7 6 8 7 4 9 5 6 6 9 9 8 7 7 8 8 6 9 8 5 6 8 6 9 8 5 7 7 7 8 5

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

Word 5 5 4 8 4 10 10 10 10 10 5 10 10 10 10 10 10 6 9 10 10 9 10 10 10 7 3
Sentence 4 4 3 4 1 3 4 2 3 2 4 5 4 3 4 5 1 3 1 5 4 2 4 3 2 3 0

Paragraph 5 3 4 4 2 4 4 4 2 3 5 4 4 3 3 3 4 4 1 2 5 4 2 3 3 4 2

The Old Testament average The New Testament average Total average

Word 9.67 8.33 9.12
Sentence 7.03 3.07 5.41

Paragraph 6.97 3.37 5.50

Table 3: Number of books corresponding to the prototype's Testament among ten closest matches in German.

The Old Testament, book number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
Word 7 10 10 9 10 9 10 7 10 10 10 9 9 9 9 9 10 8 10 6 9 8 10 10 10 9 9 8 9 10 10 10 10 10 10 10 10 10 9

Sentence 7 5 9 6 9 9 10 8 9 9 8 9 7 9 9 8 8 5 5 4 5 6 6 10 4 9 10 8 7 8 8 2 7 5 4 6 9 6 7
Paragraph 8 7 7 5 7 7 9 7 9 5 8 7 7 8 5 7 6 7 9 8 8 4 9 9 8 9 6 4 6 7 7 7 9 5 6 6 7 6 8

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

Word 5 4 4 9 4 9 9 10 9 6 5 10 10 10 8 8 9 9 5 7 9 8 10 10 6 9 0
Sentence 5 4 4 4 4 4 4 5 4 7 5 4 5 2 6 5 5 4 2 7 6 2 3 6 6 1 0

Paragraph 3 2 3 4 2 4 1 4 4 3 3 4 4 2 3 3 5 6 4 4 1 3 2 5 4 4 1

The Old Testament average The New Testament average Total average

Word 9.28 7.48 8.55
Sentence 7.18 4.22 5.97

Paragraph 7.03 3.26 5.48

Table 4: Number of books corresponding to the prototype's Testament among ten closest matches in Latin.

The Old Testament, book number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
Word 8 10 9 8 10 10 9 7 8 10 10 10 10 10 10 9 9 9 10 5 9 10 10 10 7 9 9 9 10 10 10 8 10 10 10 10 10 9 9

Sentence 5 6 6 5 6 9 9 10 9 8 8 10 5 9 9 8 9 4 4 4 5 5 6 9 6 9 9 5 8 7 3 5 8 7 5 9 5 9 8
Paragraph 8 8 6 7 9 9 5 5 6 6 2 9 5 8 9 7 8 7 10 5 8 7 9 8 7 7 6 7 5 7 6 6 7 5 5 7 7 7 7

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

Word 4 4 3 4 3 10 8 10 9 9 4 8 9 10 8 6 6 6 6 6 10 9 7 5 8 8 2
Sentence 3 5 5 4 2 5 5 4 4 2 3 2 4 5 4 5 3 3 2 6 3 2 0 3 3 1 1

Paragraph 6 5 6 3 5 1 3 2 0 2 6 3 2 3 2 5 4 2 1 2 3 2 4 5 5 5 1

The Old Testament average The New Testament average Total average

Word 9.23 6.74 8.21
Sentence 6.95 3.30 5.45

Paragraph 6.85 3.26 5.38



Table 5: Number of co-occurrences among the ten closest matches in four languages, the word level.

The Old Testament, book number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

1 5 5 9 8 7 5 1 9 4 4 0 2 4 6 6 4 4 5 3 14 13 13 7 7 9 6 8 9 11 4 9 11 6 8 8 4 5 10 10
2 2 5 7 3 4 2 2 4 7 3 3 3 3 6 1 2 1 4 2 3 5 3 4 5 3 4 2 3 2 3 4 5 3 7 7 5 7 4 2
3 5 3 3 2 3 5 5 1 2 2 2 4 2 2 4 4 2 5 3 4 3 3 3 1 3 2 4 3 3 2 1 5 4 2 2 2 3 2 2
4 4 4 2 5 4 4 5 5 4 6 7 5 6 4 5 5 7 3 6 2 2 3 4 5 4 5 4 4 4 6 5 1 4 3 3 5 3 4 5

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

1 8 3 4 10 7 2 5 2 2 13 6 6 4 3 7 10 11 10 11 11 2 8 7 12 12 10 6
2 3 6 5 4 5 2 3 4 3 2 1 4 1 6 3 6 3 6 6 3 3 5 3 4 5 4 7
3 2 3 2 2 1 2 3 2 0 1 4 2 6 3 1 2 5 2 3 5 4 2 5 4 6 2 4
4 5 4 5 4 5 7 5 6 8 5 5 5 4 4 6 3 2 3 2 2 5 4 3 2 0 4 2

The Old Testament average The New Testament average Total average
1 6.74 7.11 6.89
2 3.72 3.96 3.82
3 2.90 2.89 2.89
4 4.28 4.07 4.20

Table 6: Number of co-occurrences among the ten closest matches in four languages, the sentence level.

The Old Testament, book number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

1 6 5 4 3 4 13 5 9 6 6 6 6 9 5 11 11 9 5 5 10 7 14 5 5 8 5 1 10 23 14 20 19 13 15 12 12 16 6 13
2 2 3 8 5 8 5 4 9 7 4 5 1 5 2 6 9 9 4 4 3 7 6 6 2 4 3 3 6 7 5 7 6 9 9 5 11 6 5 4
3 6 3 4 5 4 3 5 3 4 6 4 4 3 5 3 1 3 1 1 4 1 2 5 5 4 3 7 2 1 4 2 3 3 1 6 2 4 4 5
4 3 5 2 3 2 2 3 1 2 2 3 5 3 4 2 2 1 6 6 3 4 2 2 4 3 5 3 3 0 1 0 0 0 1 0 0 0 3 1

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

1 4 10 6 5 8 6 6 8 10 17 10 16 9 21 20 7 19 24 7 14 15 19 15 26 28 16 6
2 4 4 4 3 1 5 6 7 4 5 8 6 8 8 7 5 9 5 7 5 5 9 8 7 6 9 4
3 4 2 2 3 6 4 2 6 6 3 2 4 5 1 2 5 1 2 5 4 5 1 3 0 0 2 2
4 4 4 5 5 3 3 4 0 1 1 2 0 0 0 0 2 0 0 1 1 0 0 0 0 0 0 5

The Old Testament average The New Testament average Total average
1 9.13 13.04 10.73
2 5.49 5.89 5.65
3 3.49 3.04 3.30
4 2.36 1.52 2.02

Table 7: Number of co-occurrences among the ten closest matches in four languages, the paragraph level.

The Old Testament, book number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

1 13 13 13 6 18 8 10 27 13 10 13 17 6 16 13 15 21 10 7 15 13 25 11 11 21 8 16 22 15 16 18 18 19 23 25 16 25 15 21
2 9 9 7 6 6 8 7 5 8 6 9 7 7 9 9 6 6 7 7 6 9 6 6 8 8 9 9 6 11 6 8 9 6 7 6 12 6 7 5
3 3 3 3 6 2 4 4 1 1 6 3 3 4 2 3 3 1 4 5 3 3 1 3 3 1 2 2 2 1 4 2 0 3 1 1 0 1 1 3
4 0 0 1 1 1 1 1 0 2 0 0 0 2 0 0 1 1 1 1 1 0 0 2 1 0 2 0 0 0 0 0 1 0 0 0 0 0 2 0

The New Testament, book number
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66

1 13 13 13 15 10 17 17 20 24 21 24 19 19 19 21 28 27 28 21 24 25 26 22 21 23 29 8
2 5 10 9 8 9 7 10 4 8 8 8 9 9 6 6 6 5 6 5 8 6 7 6 5 7 4 10
3 3 1 3 3 4 3 1 4 0 1 0 1 1 3 1 0 1 0 3 0 1 0 2 3 1 1 4
4 2 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

The Old Testament average The New Testament average Total average

1 15.44 20.26 17.41
2 7.38 7.07 7.26
3 2.51 1.67 2.17
4 0.56 0.15 0.39



AN EFFICIENT SCHEME FOR AUTOMATIC VOP-BASED
ORGANIZATION OF STEREO-CAPTURED VIDEO

SEQUENCES

Klimis S. Ntalianis, Nikolaos D. Doulamis, Anastasios D. Doulamis, Georgios Patikis, and Stefanos D. Kollias
Dept. of Electrical & Computer Engineering, National Technical University of Athens,

Heroon Polytechniou 9, 157-73, Zografou, Athens, GREECE
Tel: +30-1-772 2488; Fax: +30-1-772 2492

E-mail: kntal@image.ntua.gr

ABSTRACT
An efficient scheme for automatic VOP-based

organization of stereoscopic sequences is proposed in
this paper, which produces a graph-like structure of the
sequence. The scheme is oriented in generating
correlation links between "key"-VOPs of different shots,
so that the provided structure can be used for effective
video indexing or fast VOP browsing. In particular,
initially scene change detection is performed and for
each frame of a shot, a feature vector is constructed. In
the next phase key-frames within each shot are extracted,
using an optimization method for locating frames of
minimally correlated feature vectors. The optimization
problem is tackled by a genetic algorithm approach.
Afterwards for each key-frame an unsupervised
color/depth segmentation fusion algorithm is
incorporated to extract the "key"-VOPs within this frame.
Finally correlation links are generated between "key"-
VOPs to produce a graph-like structure of the video
sequence. Experimental results on real life stereoscopic
video sequences indicate the promising performance of
the proposed scheme.

1. INTRODUCTION

Recent progress in the fields of video capturing,
encoding and processing has led to an explosion in the
amount of visual information being stored and accessed.
Moreover the rapid development of video-based
multimedia and Internet applications has stimulated the
need for efficient tools towards representation, searching
and content-based retrieving.

Traditionally, video sequences are represented by
numerous consecutive frames (stereo pairs in the case of
stereoscopic video) each of which corresponds to a
constant time interval. However, this image sequence
representation, which stems from the analog tape storage
process, results in a linear (sequential) access to the video
content

While this approach may be adequate for viewing a
video in a movie mode, it raises a number of limitations
when addressing new applications, such as fast video
browsing, content-based indexing and retrieving or
summarization. Currently, the only way to browse a
video is to sequentially scan video frames, which is both
a time-consuming and tedious process. Towards this
direction, temporal reduction of the video content was
proposed by employing the so-called summarization
schemes, some of which are presented in [1], [2], and [3].

However these techniques do not take into consideration
the semantically meaningful content of a scene (VOPs)
and use the global color, motion and texture
characteristics of a frame. Furthermore by these
techniques a significant number of frames is discarded,
some of which may contain the specific visual
information a user looks for.

On the other hand results provided by current visual
information retrieval systems are not yet completely
satisfactory. Some interesting works include [4] and [5],
where in the first work VOPs are extracted according to
motion homogeneity. In the other work only global visual
characteristics are considered. Another scheme for video
representation is presented in [6] where low-level video
content description is automatically built. However, the
aforementioned schemes face two problems: (i) Except of
the case in [4], the other schemes do not consider VOPs,
which are usually the visual components a user searches
for in an indexing application. (ii) Even after building a
visual features library, every new visual search can be
very much time-consuming since all feature vectors
should be checked.

In this paper the proposed system innovatively
organizes stereoscopic video sequences in an automatic
operational mode, based on VOP information. The
system produces a graph-like structure of the sequence,
which can be used for selective transmission, fast
browsing or directive indexing. The scheme is based on a
stereo-capturing system, since depth can be reliably
estimated from a stereoscopic pair of frames, and
considering that each VOP occupies a specific depth [7].
After shot cut detection, for each frame of a shot a feature
vector is constructed. Then within each shot, those frames
having minimally correlated feature vectors are selected
as key-frames. However due to the large size of the
solutions space, a genetic approach is adopted as in [8].
Afterwards for each key-frame a segmentation fusion
algorithm is incorporated to extract the "key"-VOPs
contained in this frame. Towards this direction color and
depth segments provided by a segmentation algorithm,
are properly fused. Finally correlation links among "key"-
VOPs are generated to provide the graph-like structure of
the sequence. An overview of the proposed system is
presented in Figure 1.

2. KEY FRAMES EXTRACTION

The first step towards VOP-based video organization
includes shot cut detection. In our approach the algorithm
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Figure 1: Overview of the proposed VOP-based video sequence organization scheme.

proposed in [9] is adopted due to its efficiency and low
computational complexity. After shot cut detection for
each frame of a shot, a multidimensional feature vector is
constructed as in [8]. Let us denote by

},,1{, F
ML

i NVim �=∈ℜ∈f  the feature vector of the

i-th frame of the shot mL , where mL
FN  is the total

number of frames of the shot.
 Let us now assume that the FK  most characteristic

frames should be selected from a given shot. In this paper
the key-frames are selected as the ones with the minimum
correlation among a scene. This "minimum correlation"
approach is adopted as we expect that the most
uncorrelated frames would contain all the available
different visual information among a shot.

Towards this direction we first define the index

vector F
F

K
K VUaa ⊂∈= ),,( 1 �a  where
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is the subset of set FKV , which contains all sorted index
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where 
ji aa ,ρ  is the correlation coefficient of feature

vectors m
i

L
af  and m

j

L
af . As observed, the goal is to find

the index vector a  that minimizes )(aFR .

Unfortunately, an exhaustive search within a shot for
detecting the minimum value of )(aFR  is practically

unfeasible, since the multidimensional space U includes
all possible combinations of frames. For this reason, a
genetic algorithm (GA) approach is used in this paper.

In this approach, chromosomes whose genetic material
consists of frame numbers represent possible solutions of
the optimization problem. An initial population of P
chromosomes, ),,()0( 1 PaaA �=  is first generated using

a temporal variation approach [8], which exploits the
temporal relation of feature vectors. Population A(0) is
then used for the creation of new generation populations
A(n), n>0. The creation of A(n) at generation (or GA
cycle) n is performed by applying a set of operations on
population A(n-1). In particular, the correlation measure

)(aFR  is used as an objective function to estimate the

performance of all chromosomes in population A(n-1)
and parent selection is applied so that a fitter

chromosome has a higher chance of survival in the next
generation. A set of new chromosomes (offspring) is then
produced by mating the selected parent chromosomes and
applying a crossover operator, which randomly combines
parental genetic material to produce the genetic material
of the offspring. Mutation is also applied, introducing
random gene variations that are useful for restoring lost
genetic material, or for producing new material that
corresponds to new search areas. Population A(n) is thus
formed by inserting new chromosomes into A(n-1) and
deleting an appropriate number of older chromosomes,
following a replacement strategy so that each population
consists of P members. This procedure is repeated in an
iterative way, until A(n) converges to an optimal solution
of the problem [10],[11].

Results of the proposed key-frames extraction module
are presented in Figure 2. In this figure four key-frames
for one shot of the stereoscopic sequence program "Eye
to Eye" have been extracted. The selected group of
frames minimizes the correlation measure )(aFR , where

in this case a=(12, 25, 42, 71) contains the indices of the
extracted frames within the shot. The key-frames of each
shot are the only input elements to the next unsupervised
VOP segmentation module of the proposed scheme.

(a) (b)

(c) (d)
Figure 2: Four key-frames extracted from a shot of the
"Eye to Eye" stereoscopic program, containing the most
uncorrelated visual content within the shot. (a) The first
key-frame (#8112) (b) The second key-frame (#8125)
(c) The third key-frame (#8142) and (d) The fourth key-
frame (#8171). Numbers inside brackets denote the
frame-number among the video sequence.

3. UNSUPERVISED VOP SEGMENTATION

When key-frames for all shots of a video sequence are
extracted the fourth and fifth modules of Figure 1 are
activated.



(a) (b)

(c) (d)

(e) (f)
Figure 3: Segmentation fusion results for the key-frame of Figure 2(a) (first key-frame of a shot) (a) Depth segments map
(b) Color segments map (c) Projection of the color segments map onto the depth segments map (d) Fusion of the color
segments belonging to the same depth segment. (e) Extracted foreground video object (f) Extracted background video
object.

During these modules all key-frames are analyzed and
the "key"-VOPs are extracted.

Generally VOP segmentation remains a very
interesting research problem, despite the extensive
attention it has received the last decade. Even if it has
been partly solved in semi-automatic schemes [12], there
are several cases where this solution is not suitable
considering high time consumption or extensive human
intervention. Characteristic examples are sequences
captured without using the chroma-key technology. For
these reasons an unsupervised VOP segmentation
technique is employed, based on fusion of color segments
according to depth similarity criteria. The color/depth
segments fusion scheme is based on the idea that color
segments describe accurately the boundaries of a VOP.
However a VOP usually consists of multiple color
segments. On the other hand it has been stated that all
parts of a video object are usually located on the same
depth [7]. Under this consideration each depth segment
roughly describes a VOP and a constrained fusion of

color segments according to depth similarity provides
VOPs with accurate contours.

More particularly let us consider that for a given key-
frame an occlusion compensated depth map is generated,
by applying the stereo pair analysis technique presented
in [13]. Let as also consider that a segmentation
algorithm is applied onto the aforementioned depth map
and onto one of the stereo channels (left/right), producing
the depth segments map and the color segments map
respectively. In the current scheme a multiresolution
implementation of the Recursive Shortest Spanning Tree
(RSST [14]) algorithm, called M-RSST [15] is used both
for color and depth segmentation. In this implementation,
the RSST algorithm is recursively applied to images of
increasing resolution. This approach, apart from
accelerating the segmentation procedure, also reduces the
number of small objects, which is a useful property in the
context of VOP-based video organization.

Let us now assume that the color segments map

consists of cK  color segments while the depth segments
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Figure 4: The proposed video sequence structure. On the left part the intrashot structure can be observed, the main elements
of which are the extracted key-frames. On the right part the intershot structure for one "key"-VOP is depicted. Starting from
one "key"-VOP other nodes of the tree can be visited belonging to different shots.

map includes dK  depth segments denoted as ciS ,
cKi ,,2,1 �=  and d

iS , dKi ,,2,1 �=  respectively. The

segments c
iS  and d

iS  are mutually exclusive, i.e.,

∅=∩ c
k

c
i SS  for any cKki ,,2,1, �= , ki ≠  and,

similarly, ∅=∩ d
k

d
i SS  for any dKki ,,2,1, �= , ki ≠ .

Let us also denote by cG and dG  the output masks of
color and depth segmentation, which are defined as the
sets of all color and depth segments respectively:
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Color segments are projected onto depth segments so
that video objects provided by depth segmentation are
retained and, at the same time, object boundaries given by
color segmentation are accurately extracted. For this

reason, each color segment c
iS  is associated with a depth

segment, so that the area of intersection between the two
segments is maximized. This is accomplished by means
of a projection function:
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where )(⋅a  is the area, i.e., the number of pixels, of a

segment. Based on the previous equation, dK  sets of

color segments, say iC , dKi ,,2,1 �= , are defined, each

of which contains all color segments that are projected

onto the same depth segment d
iS :
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Then, the final segmentation mask, G, consists of
dKK =  segments iS , Ki ,,2,1 �= , each of which is

generated as the union of all elements of the
corresponding set iC :

KigS

iCg

i ,,2,1, �� ==
∈

                                             (6)

},,2,1,{ KiSG i �==                                                    (7)

In other words, color segments are merged together

into dKK =  new segments according to depth similarity.
The final segmentation consists of these segments, which
contain the same image regions as the corresponding
depth segments, but with accurate contours obtained from
color segments.

VOP extraction results are presented in Figure 3 for
the first key-frame of the analyzed shot, depicted in
Figure 2(a). Depth segmentation, shown with two
different gray levels as in Figure 3(a), is overlaid with the
white contours of the color segments, as obtained from
Figure 3(b). The result can be shown in Figure 3(c).
Moreover, fusion of the color segments that belong to the
same depth plane are presented in Figure 3(d) while the
final VOP segmentation results are depicted in Figures
3(e) and 3(f) for the foreground and the background video
objects respectively. As is observed, the segmentation
fusion module provides video objects with accurately
detected boundaries.

4. "KEY"-VOP LINKING AND
APPLICATIONS

After extracting the "key"-VOPs for each key-frame,
the scheme proceeds to the final step of video sequence
structuring. A link is generated between each pair of
"key"-VOPs according to a correlation measure. More
particularly let us assume that FSK  "key"-VOPs have

been extracted from the key-frames of the whole video

sequence. Let us also denote by mL
iVK  the feature vector

of the i-th "key"-VOP of shot mL , formed in a similar

way as vector mL
if  in section 2. Then correlation links

are generated for all possible pairs of "key"-VOPs, except
those pairs where both "key"-VOPs belong to the same
shot. The correlation coefficient for two feature vectors
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Figure 5: Intershot structure for the foreground "key"-VOP as depicted in Figure 3(e). Only the first five minimum
correlation key-frames are presented containing the respective "key"-VOPs. The numbers below the frames expresses the
frame-number among the video sequence "Eye to Eye".
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iVK  and qL

jVK  with qm ≠ , is estimated by
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m  is

the average feature vector of the FSK  "key"-VOPs, N is

the number of shots and mmm iii
C=2σ  is the variance of

mL
iVK . When correlation links are estimated for all

allowed pairs, correlation values for each "key"-VOP are
sorted and a graph-like structure of the sequence is
generated. In Figure 4 the provided sequence structure is
presented. In particular the left part depicts the sequence
structure within shots, while in the right part the sorted
correlation links for a "key"-VOP of a key-frame can be
observed.

The provided video sequence structure can greatly
benefit contemporary applications. For example in an
indexing and retrieval scheme the provided visual
information to be indexed can initially be compared to the
"key"-VOPs of the whole sequence. A distance between
"key"-VOPs and provided visual information can be
incorporated, e.g. distance according to correlation,
convolution, Euclidean etc. Then the following content
can be retrieved: (a) The "key"-VOP with the minimum
distance, (b) The shot where the minimum distance
"key"-VOP originates from and (c) The first K minimum
correlation "key"-VOPs provided by parsing the graph-
like structure, where K is a threshold. It is evident that
indexing schemes can be greatly benefited by the
provided video sequence structure, as visual searching
can be directively performed, which accelerates the
process (compared to searching the whole feature vectors
library).

Furthermore summarization schemes can benefit from
the proposed automatic VOP-based sequence
organization too. Firstly a summary of the whole
sequence can consist of a subset of the, say, VFK  key-

frames, extracted from the whole sequence (e.g. selection
of one key-frame per shot). Additionally, in an interactive
summarization scheme, a user may select a "key"-VOP
out of the FSK  available, asking for a summary based on

the selected content. Then the application can return in a
hierarchical manner: (a) the other "key"-VOPs that
belong to the same shot with the selected "key"-VOP, (b)
the whole shot that contains the selected "key"-VOP and
(c) the C minimum correlation "key"-VOPs belonging to
other shots, by simply parsing the graph structure
(content directive summarization).

In Figure 5 the intershot structure for the foreground
"key"-VOP depicted in Figure 3(e) is presented. Only the
first five minimum correlation key frames are illustrated.
For presentation purposes a white line represents the
boundary between the foreground video object and the
background. As observed, even if there are sufficient
changes in the background object, the foreground
information remains the same. Furthermore as the
correlation coefficient ! for a "key"-VOP decreases, the
irrelevance of the visual content retrieved increases,
considering the "key"-VOP under investigation.

5. Conclusions and Discussion

The traditional video sequence representation raises a
number of limitations when addressing contemporary
applications, such as video browsing, content-based
indexing and retrieving or summarization. These
multimedia applications can be greatly benefited if
efficient video sequence structuring tools and systems are
developed. Under this consideration we propose an
automatic system for VOP-based video sequence
organization. Initially the whole video sequence is
analyzed and a feature vector is constructed for each
frame, turning the frame-based video representation to
feature vector-based. Afterwards a shot cut detection
algorithm is adopted and for each shot key-frames are
extracted by minimizing a correlation measure. Due to
the large dimension of possible solutions (combinations
of frames) a genetic algorithm approach is incorporated,
which converges very fast to an optimal solution. Then
for each key-frame the semantically meaningful content
is extracted using a color/depth segmentation fusion



algorithm. The procedure results into the detection of
"key"-VOPs. Finally a correlation link is estimated
between each pair of "key"-VOPs, excluding those pairs
where both "key"-VOPs originate from the same shot.
The created graph-like structure of the video sequence
can be used by indexing and summarization schemes
providing promising results. In future works other
schemes should be investigated, taking into consideration
speech and sound (generation of similar graph structures
for acoustic elements). Then multimedia information
retrieval or browsing can be performed based on an inter-
linked graph, composed of both visual and acoustic
element graphs.
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ABSTRACT

Discrete wavelet transforms are widely used for lossless im-
age compression. The overall performance of these schemes
may be further improved by properly designing efficient en-
tropy coders. A novel technique for the implementation
of context-based adaptive arithmetic entropy coding is pre-
sented in this paper. This technique is based on the pre-
diction of the value of the current transform coefficient, em-
ploying a weighted least squares method, in order to achieve
appropriate context selection for arithmetic coding. Experi-
mental results illustrate and evaluate the performance of the
proposed technique.

1. INTRODUCTION

Two entropy coding methods are well-known and widely
used: the Huffman and the arithmetic. The first method is
preferable only when there is a lack of hardware resources
and coding/decoding speed is a prime objective [1]. Arith-
metic is somewhat slower than Huffman, but it is much
more versatile and effective. In most cases, the adaptive
variant of arithmetic coding is used [2],[3], in order to take
advantage from high order dependencies with the use of
conditioning contexts.

The arithmetic data compression technique encodes data
by creating code string which represents a fractional value
on the number line between 0 and 1. On each recursion of
the algorithm only one symbol is encoded. The algorithm
successively partitions an interval of the number line be-
tween 0 and 1, and retains one of the partitions as a new in-
terval. Thus, the algorithm successively deals with smaller
intervals, and the code string lies in each of the nested inter-
vals.

This work was supported by the IST European Project HISCORE

The performance of arithmetic coders depends mainly
on the estimation of the probability model which the coder
will use. The coder can achieve an average output code
length very close to the entropy corresponding to the prob-
ability model it utilises. Therefore, if the probability model
accurately reflects the statistical properties of the input, arith-
metic coding will approach the entropy of the source. Dif-
ferent probability models will give different compression
performance for the same data. Thus, a scheme employing
adaptive calculation of the probability will be better than a
non-adaptive scheme, as it will allow a better approxima-
tion to the ”true” statistics of the data. The probabilities
that an adaptive model assigns may change as each symbol
is transmitted, based on the symbol frequencies seen so far
in the message. A drawback of arithmetic coding of im-
ages using the above adaptive model is that it does not take
into account the high amount of correlation between adja-
cent pixels. That is, each pixel is encoded using a proba-
bilistic model adapted to all pixel values seen so far on the
image. In this work, to alleviate this disadvantage a method
similar to the one in [8] is adopted, with which, for every
new coefficient to be encoded, the model is updated more
than once, making the probabilistic model more adaptive to
recent pixels, and thus more effective.

Every transform coefficient is put into one of several
classes (buckets) depending on the weighted values of a
set of previously entropy coded coefficients. To each con-
text type corresponds a different probability model and thus
each subband coefficient is compressed with an entropy coder
following the appropriate model. The key issue is then how
to find an efficient context based classification.

In our work, the Magnitude-Set Variable-Length-Integer
representation (as proposed in [4]) is employed to represent
the transform coefficients. According to this, every coef-
ficient is classified into one of a set of ranges called mag-



nitude sets M , followed by the sign bit and the magnitude
difference bits. For example, the numbers 15 and -16 are
transmitted with the number triads (7;+; 3) and (8;�; 0)

respectively.
This paper is organized as follows: In Section 2 the un-

weighted and the weighted least squares error methods are
developed to determine the prediction of the current coef-
ficient, in order to implement the context based adaptive
arithmetic coding. Section 3 presents experimental results
obtained when the proposed arithmetic entropy coder is ap-
plied, compared to S+P entropy coder. Finally, conclusions
are drawn in Section 4.

2. PREDICTION AND CONTEXT SELECTION

2.1. Weight Optimization via Simple Linear Regression

The magnitude set M of the current pixel is estimated using
the weighted values of coefficients that have already been
entropy encoded in the current band, in the sister band(s)
and in the parent band, in the pyramid structure, i.e., the
predictor has the form:

M̂ =

NX
i=0

aiMi (1)

where theMi indicates a previously encoded Magnitude
Set, M̂ is the prediction of the current Magnitude Set and
the weights ai, 1 � i � N are determined via linear regres-
sion so that M̂ are least squares estimates of M .

Experimental results have proved that the magnitude sets
of the coefficients shown in Figure 1, which differ in shape
for every subband LH, HL and HH, suffice for an accurate
prediction of the magnitude set M of the current pixel. This
scheme implies that the subbands will be coded in the fol-
lowing order: first the LH band, then the HL band and fi-
nally the HH band, so that to establish the necessary casual
relationship. Therefore, Eq. (1) can be expressed for each
of the subbands as follows [12]:

LH band : M̂ = a1Mw + a2Mnw + a3Mn + a4Mne

+a5Mp1 + a6Mp2

HL band : M̂ = a1Mw + a2Mnw + a3Mn + a4Mne

+a5Mp1 + a6Mp2 + a7Msis

HH band : M̂ = a1Mw + a2Mnw + a3Mn + a4Mne

+a5Mp1 + a6Mp2 + a7Msis1 + a8Msis2

(2)

Subscripts w, nw, n, ne are directional short notations for
west, north-west, north and north-east respectively, pk (k =

1; 2) indicates the kth parent pixel and sis indicate the cor-
responding pixels or pixel in the sister bands. Using fur-
ther coefficients for the estimation of the magnitude set of
the current coefficient would cause extra computational load
which is not justified by the improvement of the results.

LH BAND HL BAND

HH BAND

Magnitude Set of the
current coefficient

Magnitude Sets used
for the prediction of
MS of the current 
coefficient

Fig. 1. Pixels employed for the prediction of the magnitude
set of current coefficient for each subband

Let the matrix S have N �N rows (where N �N are
the dimensions of the image to be coded) and eight columns.
Each row consists of all the previously encoded magnitude
sets used for the estimation of the current magnitude set,
i.e., the subscript of each element of the matrix indicates
the current coefficient and the superscript indicates one of
the eight previously encoded magnitude sets used for the es-
timation of the current coefficient. Further, we form a vector
y composed of all magnitude sets, i.e., the subscript of each
element of this vector indicates the current coefficient.
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Then, the vector a of the optimal weights can be formed

as [10]:

a = (STWS)�1STWy (4)

where W is the weighted linear regression matrix which
may be chosen to be either the unity matrix ([6], unweighted
linear regression) or a user-defined appropriate weighted
matrix ([12], weighted linear regression).

Having calculated the weights, the norms of (2) can be
used to classify the current transform coefficient to the proper
bucket, that is to determine which probabilistic model to use
during the adaptive arithmetic entropy coding.

In order to encode the LL band it can be decomposed
again and similar techniques outlined above can be used to
encode the high pass bands at this second level of decompo-
sition. This procedure can be carried on until the low pass
band is of very small size and can be transmitted in an un-
coded manner.

2.2. Weight Optimization via appropriate Weighted Lin-
ear Regression

In this case, instead of using a simple unweighted linear re-
gression algorithm, a more sophisticated method is imple-
mented to find the best weights for the estimation of the cur-
rent coefficient. Experiments have shown that the larger er-
rors in estimating the transformed coefficients occur on the
edges of the transformed image. As a result, the most appro-
priate matrix W of equation (4) must have higher weights
in the positions which correspond to the edges of the trans-
formed image. A Canny edge detector operator [9] is em-
ployed for this task.

Having calculated the appropriate weighted matrix W,
equation (4) is used for the calculation of vector a. Then,
the norms of (2) are employed to estimate the magnitude set

of the current coefficient.

3. EXPERIMENTAL RESULTS

The above context-based arithmetic entropy coding tech-
nique was compared to the method used in the widely re-
garded as state-of-the-art algorithm of S+P [4]. Our experi-
ments may be summarized as follows:

Step 1 Apply the S+P transform for the initial decorrelation
of the selected image.

Step 2 Apply the algorithm of unweighted or weighted least
squares method for the prediction of the magnitude
sets.

Step 3 Classify the magnitude sets of each coefficient into
one of several buckets depending on the weighted val-
ues of the selected set of previously entropy coded
coefficients.

Step 4 Apply adaptive arithmetic entropy coding [2] to each
bucket. Aiming to better adaptivity, for every new
coefficient to be encoded, the model is updated three
times instead of once. The sign and magnitude differ-
ence are also arithmetically coded but using a fixed
(instead of adaptive) uniform distribution model, in
order to increase the computational efficiency.

The arithmetic entropy coder proposed, was applied to
standard black and white, 8 bpp, images following an S+P
transform [4]. Table 1 presents the results of the unweighted
or weighted least squares methods compared to that of the
S+P entropy coder.

The computational speed of the proposed method is some-
what slower than the simple arithmetic entropy coding since
for each image to be encoded, the calculation of the weights
has to be performed in order to conclude to the fittest possi-
ble weights. However, if we want, we can go one step fur-
ther: to use the linear regression algorithm for the weights
calculation with a whole set of typical images and find a
fixed set of weights. In that case, it is clear that compres-
sion performance for each image is going to be decreased
but the overall speed of the algorithm will be improved.



image S+P method I method II
bytes bpp bytes bpp bytes bpp

lena 136702 4.17 136007 4.15 135724 4.14
peppers 150182 4.58 149363 4.56 148865 4.54
crowd 131010 4.00 130326 3.98 130123 3.97
boat 141272 4.31 139917 4.27 139591 4.26

airplane 128238 3.91 126985 3.88 126838 3.87
bridges 182882 5.58 182192 5.56 181198 5.53
harbour 154896 4.73 153141 4.67 152207 4.64
barbara 149254 4.55 147861 4.51 147108 4.49

Table 1. Number of bytes and bits per pixel needed for
entropy coding with optimal weights calculated via linear
regression with matrix W = I (method I) or W weighted
(method II) compared to S+P entropy coding.

4. CONCLUSIONS

A method was presented for the implementation of an effi-
cient context-based arithmetic entropy coding. The method
employs unweighted or weighted least squares techniques
to determine the weights used so as to estimate the mag-
nitude set of the current coefficient, based on a selected
set of magnitude sets of pixels which have been previously
coded. Experiments show that the use of the weighted least
squares algorithm leads to better results, and consistently
outperforms the entropy coder proposed by the state-of-the-
art method S+P in [4].
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ABSTRACT

In this paper, a novel approach to image indexing is pre-
sented using content-based watermarking. Some con-
cepts associated with the application of watermarking
to image indexing are discussed and a segmentation al-
gorithm, appropriate for content-based watermarking,
is presented. The segmentation algorithm is applied on
reduced images and derives the exact same objects when
performed on either the original or the watermarked im-
age. In this way, the proposed system does not su�er
from synchronization problems that usually occur dur-
ing watermark detection.

1 Introduction

Watermarking has received signi�cant attention lately
due to its applications on the protection of intellectual
property rights (IPR) [1, 2]. However, many other ap-
plications can be conceived which involve information
hiding [3]. In this paper, we propose the employment
of watermarking as a means to perform content-based
indexing and retrieval of images from data bases.

In order to endow the proposed scheme with content-
based functionalities, information must be hidden
region-wise in digital images. Thus, the success of any
content-based approach depends largely on the segmen-
tation of the image based on its content. In the present
paper, an e�cient segmentation algorithm is used prior
to information embedding.

Embedding indexing information in image objects has
the following advantages:

� Each region in the image carries its own description
and no additional information must be kept for its
description.

� The image can be moved from a database to an-
other without the need to move any associated de-
scription.

�This work was supported by the EU CEC Project ASPIS
and the Greek Secretariat of Research and Technology Project
PENED99. The help of COST211quat is also gratefully acknowl-
edged.

The present paper provides an elegant framework for
the application of watermarking to image indexing. De-
spite the fact that, due to the increased computational
complexity, the proposed system cannot be used in large
data bases at the present time, it clearly demonstrates
another potential application of watermarking.
The paper is organized as follows: the system

overview is given in section 2. The information em-
bedding method is presented in section 3. In section 4,
the segmentation algorithm used with our system is de-
scribed. In section 5, experimental evaluation is shown,
and �nally conclusions are drawn in section 6.

2 System overview

The methodology proposed in this paper assumes that
the watermarked images will not be subjected to any
attacks. The investigation of robust watermarking or
copyright protection is beyond the scope of this paper.
However, even without attacks, watermark detection is
not a straightforward procedure in our content-based
framework since the objects of the images, rather than
the original rectangular images, are watermarked (see
�g. 1). Thus, the �rst step in the watermark detection
process is to segment the image into objects and sub-
sequently, based on this segmentation, to extract the
information bits associated with each object (see �g.
2). If during detection, the image is segmented in dif-
ferent regions than those used in the embedding, then

original 
image

image
reduction

information
embedding

segmentation

marked 
image

indexing 
bits

Figure 1: Block diagram of the embedding scheme.



the detection process will not be synchronized with the
embedding process and the embedded information will
not be retrieved.

In order to combat the loss of synchronization, spe-
cial care should be taken to make sure that the execu-
tion path followed during the embedding process for seg-
menting the image into objects and the execution path
during detection will be identical despite the alteration
the image has undergone due to watemarking.

image
reduction 

information
extraction

segmentationmarked 
image indexing 

bits

Figure 2: Block diagram of the detection scheme.

For this to be achieved, the algorithm is applied to
a reduced image, comprising of the mean values of the
pixel intensities in 8� 8 pixel blocks of the original im-
age. Thus, if the mean values of the intensities for each
such block remain the same after the watermarking pro-
cess, then the resulting reduced image, to which the seg-
mentation algorithm is applied, is the same regardless
of whether it is derived from the original or the water-
marked image.

A space-domain information embedding strategy
which keeps the mean value of each image block con-
stant is described in the ensuing section.

3 Information embedding

The mean intensity �I [l1; l2] of an 8�8 block in the orig-
inal image I is

�I [l1; l2] =
1

64

7X
i=0

7X
j=0

I [8l1 + i; 8l2 + j]

for all three colour components, where l1; l2 are the block
indexes. We choose to embed the watermark bits in the
blue component of the RGB images because the Human
Visual System is less sensitive to blue colours [4]. One
bit is embedded in each 8� 8 block.

The intensities �I 0[l1; l2] of the reduced image that will
be derived from the watermarked image during detec-
tion, are:

�I 0

R[l1; l2] =
1

64

7X
i=0

7X
j=0

IR[8l1 + i; 8l2 + j] = �IR[l1; l2]

�I 0

G[l1; l2] =
1

64

7X
i=0

7X
j=0

IG[8l1 + i; 8l2 + j] = �IG[l1; l2]

�I 0

B [l1; l2] =

1

64

7X
i=0

7X
j=0

(IB [8l1 + i; 8l2 + j] + b � al1;l2 [i; j] � w[i; j])

(1)

where b is the embedded bit (valued -1,1), a is the
watermark strength factor, which depends on a local en-
ergy measure and is computed seperately for each block
in the original image, and w[i; j] is the watermark ma-
trix (see �g. 3) given by

w[i; j] =

�
1; if i+ j = even
�1; if i+ j = odd

(2)

1 -1 1 -1 1 -1 1 -1
-1 1 -1 1 -1 1 -1 1
1 -1 1 -1 1 -1 1 -1
-1 1 -1 1 -1 1 -1 1
1 -1 1 -1 1 -1 1 -1
-1 1 -1 1 -1 1 -1 1
1 -1 1 -1 1 -1 1 -1
-1 1 -1 1 -1 1 -1 1

Figure 3: Watermark matrix. The information bit is
multiplied by the matrix elements and the strength fac-
tor. The resulting signal is added on the image.

The watermark strength a is varied according to the
intensity di�erences of the blue component in the area
of the current pixel, as follows:

al1;l2 [i; j] =

8<
:

3; if 2T < Di +Dj

2; if T < Di +Dj � 2T
1; otherwise

where

Di = jIB [8l1 + i� 1; 8l2 + j]� IB [8l1 + i+ 1; 8l2 + j]j

Dj = jIB [8l1 + i; 8l2 + j � 1]� IB [8l1 + i; 8l2 + j + 1]j

and the threshold T was experimentally set to 10.
Equation (1) yields

�I 0

B [l1; l2] =
1

64

X
i;j

IB [8l1 + i; 8l2 + j]

+
1

64

X
i;j

(b � al1;l2 [i; j] � w[i; j]) =

= �IB [l1; l2] +
b

64

X
i+j:even

(al1;l2 [i; j] � 1)

+
b

64

X
i+j:odd

(al1;l2 [i; j] � (�1)) =



= �IB [l1; l2] +
b

64
(
X

i+j:even

al1;l2 [i; j]�
X

i+j:odd

al1;l2 [i; j])

(3)

In order to make sure that the application of the seg-
mentation algorithm to either the original or the wa-
termarked image produces the same results, the mean
block intensities of the block (l1; l2) should be equal, i.e

�I 0

B [l1; l2] =
�IB [l1; l2]

From (3), it is seen that the above equation is equivalent
to

X
i+j:even

al1;l2 [i; j] =
X

i+j:odd

al1;l2 [i; j] (4)

Thus, the equality of the mean block intensities can
be achieved by appropriately modifying the watermark
strength factor al1;l2 [i; j], after it has been calculated,
so that condition (4) is met. In our scheme this is done
by reducing the values of al1;l2 [i; j], for i + j : even or
i+ j : odd, depending on which sum is greater.

4 Segmentation algrithm

Segmentation methods for 2D images may be divided
primarily into region-based and boundary-based meth-
ods. Region-based approaches [5] rely on the homogene-
ity of spatially localised features such as gray level inten-
sity and texture. Region-growing and split and merge
techniques also belong to the same category. On the
other hand, boundary-based methods use primarily gra-
dient information to locate object boundaries. In this
paper, a region-based approach is taken. The image
segmentation algorithm consists of three stages:

1. An initial estimation of the number of a connected
regions and their colour and spatial centers.

2. An iterative pixel classi�cation process that uses
the initial estimations as a starting point.

3. A feature extraction process for indexing purposes.

For notational simplicity, the reduced image to which
the segmentation algorithm is applied will be heareafter
denoted as I . An initial estimation of the number of
classes contained in the (reduced) image is produced
by dividing the image into N non-overlapping blocks,
each represented by the mean values of the three colour
coordinates of the CIE L*a*b* colour space [6], �In =
(�IL;n; �Ia;n; �Ib;n), n = 1; : : : ; N , and applying the max-
imin algorithm to the set of blocks. The colour distance
between two blocks is de�ned as:

k�Im � �Ink =q
(�IL;m � �IL;n)2 + (�Ia;m � �Ia;n)2 + (�Ib;m � �Ib;n)2

A simple K-means algorithm [7] is then used to clas-
sify each block to one of the classes; those classes that
do not form connected regions are split, so that K

connected regions sk are formed; the mean values of
the colour and space coordinates over the set of blocks
of each region constitute an initial estimation of the
colour centers �Ik = (�IL;k; �Ia;k; �Ib;k), and spatial centers
�Sk = ( �Sx;k; �Sy;k), k = 1; : : : ;K. These centers are used
as a starting point by the pixel classi�cation algorithm:
a K-Means-with-connectivity-constraint algorithm. The
distance of a pixel p = (px; py) from a region sk is de-
�ned as follows:

D(p; k) = kI(p)� �Ikk+
�

Ak

kp� �Skk

where kI(p)� �Ikk is the colour distance:

kI(p)� �Ikk =q
(IL � �IL;k)2 + (Ia � �Ia;k)2 + (Ib � �Ib;k)2

kp� �Skk is the spatial distance:

kp� �Skk =
q
(px � �Sx;k)2 + (py � �Sy;k)2

Ak is the area of the region sk, de�ned as Ak=Mk, where
Mk is the number of pixels assigned to sk, and � is a reg-
ularisation parameter. The K-Means-with-connectivity-
constraint algorithm features region splitting of non-
connected regions and merging of chromatically similar
neighboring regions. The region centers are recalculated
on every iteration as the mean values of the colour and
space coordinates over the set of pixels assigned to each
region. If Mk elements are assigned to sk then

�Ik =
1

Mk

MkX
m=1

I(pkm) ; (5)

�Sk =
1

Mk

MkX
m=1

pkm; (6)

where pk = (pkx; p
k
y) are the pixels assigned to region sk.

The centers corresponding to regions that fall below a
size threshold are omitted. As soon as the K-means-
with-connectivity-constraint algorithm converges, re-
gions smaller than a speci�ed threshold are appended
to other regions, to ensure that no particularly small,
meaningless regions are formed. Finally, a set of fea-
tures is extracted for every region; those include colour,
position, size, and shape features.

5 Experimental results

The watermarking and segmentation algorithms de-
scribed in the previous sections were tested for embed-
ding information in a variety of colour test images (Fig.



4). 256 bits were embedded on each image object. The
embedded information was the values of the features
used by the ISTORAMA1 content-based image retrieval
system. Alternatively, any other kind of object-related
information could be embedded, including a short text
describing the object. The bits were embedded in the
blue component of RGB images using the procedure de-
scribed in section 3. No perceptual degradation of image
quality was observed.

Almost all embedded bits could be reliably extracted
from the watermarked image. Only a tiny portion
(� 0:1%) of the total embedded bits were extracted in
error. For this reason, simple channel coding was used
to ensure errorless information extraction.

Figure 4: Images segmented into regions.

1http://uranus.ee.auth.gr/Istorama

6 Conclusions

A methodology was presented for the content-based em-
bedding of indexing information in digital images. Wa-
termark information is embedded after images are seg-
mented into objects. The watermarking algorithm does
not change the mean value of image blocks so that the
same objects are extracted during embedding and de-
tection.
The proposed system is appropriate for retrieving im-

ages from small data bases only, since the need for seg-
mentation at the detector may be computationally in-
tensive, delaying the process. However, it demonstrates
a potentially useful application of watermarking.
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Abstract— In this paper we present a new Java-based client-
server application for content-based image retrieval over 
wireless networks. The application on the client side is running 
on the NOKIA's 9210 Communicator and is written in pure 
Java™. 

Index Terms— Content, Retrieval, Indexing, Multimedia, 
Image, Search, Wireless, Mobile, Communicator. 

I. INTRODUCTION  

A. Wireless Communications and Terminals  
The way people are communicating is changing very fast. 
Few years ago, mobile phones were lucrative items 
restricted to a very small community of rich businessman 
and government agents. Moreover, they were used 
exclusively for voice calls. 

Today the mobile terminal penetration is growing steadily 
and continuously. And their use is no longer restricted to 
voice communication only. In Finland, it is widely accepted 
among youngsters to use a GSM phone for sending SMS 
messages, to chat with friends or to play games. Adults may 
be more interested in checking their stocks or paying a bill 
using their wireless terminal and the Wireless Application 
Protocol (WAP). In Japan a phenomenal change in the use 
of mobile phones happened by the introduction of the 
“iMode” [IMODE] system. The number of users since its 
introduction two years ago has risen to 17 millions.  

The third generation, or 3G [3G], phones will create new 
opportunities for content providers, by providing a way of 
transmitting text, voice, images, and streamed video. 
Moreover, their ability to be connected to the Internet all 
the time will provide users with an overwhelming access to 
a huge amount of information.  Users will then face the 
problem of how to retrieve the information of interest to 
them in an efficient manner. The goal is to allow for 
searching and navigation in this wealth of data without the 
need to make text-based queries for three obvious reasons: 
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Tampere 33720), FIN-33721 Tampere, Finland 
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• The user may be unable to type in commands. 

•  The keyboards of portable devices are not very 
comfortable for text-based commands. 

• Text-based queries may not be very appropriate in 
the case of images, video or music. 

Therefore, a content-based indexing and retrieval engine 
coupled to a speech recognition engine could be the 
ultimate interface to such a system 

In this paper we will introduce a content-based search 
engine and its graphical user interface. A demo of the 
system will be given during the presentation. The speech 
recognition part is not considered in this paper. 

Even though, the newly introduced pervasive devices are 
having faster processors, larger memories and their 
available communication bandwidth is getting wider, they 
remain far behind the PC capabilities. Therefore, a major 
challenge in designing such a system is to understand the 
characteristics of such devices and their hardware and 
software limitations. 

B. Content-based Indexing and Retrieval 
Since the early 1990s, content-based indexing and retrieval 
(CBIR) of digital images became a very active area of 
research. Both industrial and academic systems for image 
retrieval have been built. Most of these systems (e.g. 
QBIC™  [QBIC] from IBM, NETRA [NETRA] from UCSB, 
Virage [VIRAGE] from Virage Inc., MUVIS [MUVIS] 
from TUT) support one or more of the following options: 
browse, search by example, search based on a single or a 
combination of low level features. These features can be 
extracted from the image, such as color, shape, texture, 
spatial layout of objects in the scene or added to it after its 
capture, such as contextual information and keywords 

II. CLIENT-SERVER ARCHITECTURE 

A. The Client Side: The Nokia 9210 Communicator  

1) Introduction 

Nokia 9210 Communicator [NOKIA] is a major step 
forward in the road to the Mobile Internet environment. 
This pioneering product showcases the key elements in 
future mobile communications, such as easy navigation and 
input, a high-quality color display, mobile messaging with 
high data speed, imaging and video clips. Additionally, 
Java support and Symbian's OS (operating system)  [EPOC] 

Query by Image Content using NOKIA 9210 
Communicator  

Ahmad Iftikhar1, Faouzi Alaya Cheikh2, Bogdan Cramariuc2 and Moncef Gabbouj2 



bring open development interfaces to the Nokia 9210 
Communicator for numerous additional applications to be 
provided by any third party developers. 

2) Hardware Details 

Nokia 9210 communicator [9210F] contains 32-bit ARM-
based RISC processor. It has 8 MB (SD-RAM) of execution 
memory and its C drive (serial flash) is of 4MB. It can have 
a multimedia card of up to 64MB, see Figure 1. 

 

 
 
 
 
 
 
 
 
 
It has a color display of 4096 colors. Display size is 640 x 
200 pixels. In addition, it has a relatively large size 
keyboard and is capable of making high speed data calls. It 
uses Symbian's  operating system Crystal 6.0. 

Java virtual machine consumes about 2.1MB. The proposed 
implementation of the Java application consumes 
approximately 397KB of memory. 

3) Operating System 

Symbian's platform [SYMB] is a robust, object oriented 
operating system for devices with limited capabilities 
(small memory, little computing power, sensitive to power 
consumption). Devices using this system do not need to 
reboot often as this OS is stable, does not leak memory (or 
very little) and manages the system resources efficiently. 

Since Symbian's platform devices have little memory, small 
secondary storage and less computational power, 
applications written for this systems must be efficient. This 
is especially the case of Symbian Crystal release 6.0 
[CRYST] intended for wireless media. 

 The proposed image search engine deals with images and 
thus consumes a large amount of memory. The system must 
thus be well managed to avoid such memory related 
problems. A high-speed data link is used. Actually the 9210 
supports data links up to 43.2KB (High Speed Circuit 
Switched Data, HSCSD) [9210F], but we are using 38.4KB. 
High-speed data call reduces airtime but it is a costly 
option. Airtime will be reduced in 3G systems, and thus 
queries can be made without using a high-speed data call. 
Only a high-speed connection for data transfer will be 
needed. 

Personal Java [PJAVA] is ported on the Crystal 6.0 that is 
compatible with JDK1.1.8 [JDK]. But current 
implementation of Personal Java is not supporting swing (a 
pure graphics APIs of Java). Personal Java consumes 2.1 

MB of memory when just VM is up (without Java 
application). The Java Application (image search engine) 
takes an additional 397 KB of RAM leaving very little 
memory for images. In this implementation, images are 
fetched when requested to be displayed and discarded when 
not need.  

B. The Server Side 
On the server side we are using a Servlet [SERV]. Servlets 
are Java programs that extend the capabilities of the server. 
They are similar to applets in a browser. The client sends 
the query to the servlet; which checks the query media type 
and passes it to the appropriate query handler.  

The heavy processing required for the feature extraction, 
similarity estimation and results presentation are done on 
the server through calls from the Java side to methods 
implemented in native code. In this way we take advantage 
of the more efficient native code as compared to the pure 
Java implementation.  

C. Communication Protocol
A communication protocol is defined between the client 
and the server. This Protocol specifies the media type 
(Image media, Video media, or Audio media, currently we 
are using Image media only), query type (random query 
from database, query by image data or query with an image 
from the database) and query data (image data if the image 
is not in the database or images’ index in the database or 
image location URL).  

The server sends back to the client the status of query 
execution and the results of the query, which consists of the 
list of names of the images and their similarity scores with 
respect to the query image. The client later fetches scaled 
versions (80 x 60 pixels) of the images to be presented to 
the user (in our experiments we requested 10 images). 
Scaling is done on the server side, in order to reduce the 
traffic. Only on the request of the user the full size image is 
fetched from the server. 

III. THE USER INTERFACE AND SCREEN SIZE 
CONSIDERATION 

As mentioned earlier, wireless devices have limited 
resources. In this application and in addition to the 
processing and memory issues, the designer has to consider 
the screen size of the wireless device. As the 9210 belongs 
to the communicator class, it has a relatively larger screen 
(640 x 200) [9210F]. When displaying the query results, 
images have been resized to fit the available display. As can 
be seen in the examples given in Figures 2-5, the image 
content can still be legible. Furthermore, in the 9210 we 
take advantage of the command button area and place the 
four most used commands there. The other commands are 
placed in the menu. The menu is displayed only when the 
user presses the menu button, and hence it is not consuming 
screen space when it is not active.  

ROM  (ROM of the device) 

SF 4MB (Communicator memory) 

RAM 8 MB (Execution area)

16 MB MMC card 

Figure 1: Memory configuration of the Nokia 9210 



IV. RESULTS AND ASSESSMENTS 
Figure 2 shows the GUI and the menu toolbar on the Nokia 
9210 Communicator which has been implemented for the 
proposed content-based image indexing and retrieval 
system.  As can be seen, the screen space is fully utilized 
and the important features are displayed. Remember that 
the menu is not accessed very often, and thus the space is 
used to display the query results. The most commonly used 
buttons are assigned to the command button area on the 
right side of the screen. 

Figures 3-5 show the results of different types of queries 
made to the image database, namely, color histogram, shape 
and texture queries. In each case, the top ten similar images 
are retrieved and displayed on the Communicator screen.  

Due to the limitations imposed by the wireless device, the 
operating system and the communication channel, a rather 
slow query response has been achieved. Table 1 below 
shows the timing obtained in different queries made with 
the Nokia 9210 Communicator. Query time on Server starts 
when a query arrives at the servlet, the servlet extracts the 
image features and makes the query in the native code. It 
includes also the time to save the results on the server and 
creates a Java result object and passes it to the servlet to 
send it to the client. Sending result object to the client is the 
time to send Java object containing the image names and 
similarity scores for 50 images.  The image retrieval time 
starts when the server passes the image retrieval request to 
the servlet. It includes the time needed to retrieve the actual 
images from the server’s file system and resize them on the 
server side. Finally, the image transfer time is the time it 
takes the server to transmit the resized images to the client.  

 

Query type  Shape Histogram Texture 
Query time on 
server (sec) 

26 17 16 

Sending result 
object (ms) 

100 110 108 

Image retrieval 
(ms) 

230 245 260 

Image transfer 
time (ms) 

430 470 490 

Table 1: Timing Results for Image Query 
 
The timing provided in Table 1 should be interpreted with 
care. They varied quite a lot during the testing as they 
depend on a number of rather dynamic factors, such as the 
network traffic (load), the load on the server (as well as the 
state of the server, i.e., servlet must be uploaded again in 
case no one requested its use from the server) and the 
available memory on the device. 

V. CONCLUSIONS AND FUTURE WORK 
A novel implementation of TUT’s MUVIS image query 
system has been proposed and tested on the new Nokia 
9210 Communicator using a Java-based client server 

paradigm. A functional GUI was implemented taking into 
account the small size of the Communicator. The Demo 
shows that such an implementation is feasible; however, 
due to the limiting factors in both the hardware and 
software of the wireless terminal as well as the 
communication channel, very limited results have been 
obtained, namely, reduced sizes of image query results, 
small number of images, long process and access times. 
The good news is that with the advent of 3G networks, 
offering higher data rates and more processing power in 
wireless devices and more memory, such an application 
would be possible. Furthermore, a more efficient Java 
implementation, called J2ME (JAVA 2 Micro Edition) 
[J2ME], is under development. This implementation is 
targeted, among other applications, to small size wireless 
devices with limited capabilities.  
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Figure 2: GUI on the Nokia 9210 Communicator 

Figure 3: Results of a color histogram-based image query 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Results of a shape-based image query 

Figure 5: Results of a texture-based image query 



 

 

 



 

 

 

Abstract— In this paper we present a novel approach to shape 
similarity estimation based on ordinal correlation. The pro-
posed method operates in three steps: object alignment, con-
tour to multilevel image transformation and similarity 
evaluation. This approach is suitable for use in CBIR. The 
proposed technique produced encouraging results when ap-
plied on the MPEG-7 test data.  

Index Terms— Content, Retrieval, Indexing, Image, Contour, 
Boundary, Shape, Ordinal, Correlation, Similarity, Measure. 

I. INTRODUCTION  
Generally shape representation can be based on its outer 
boundary or on the regions it contains. Characterizing the 
shape of an object by its boundary meets the way humans 
perceive objects. Since the human visual system itself con-
centrates on edges and ignores uniform regions [3]. This 
capability is hard-wired into our retinas. Connected directly 
to the rods and cones of the retina are two layers of the neu-
rons that perform an operation similar to the Laplacian. 
This operation is called local inhibition and helps us to ex-
tract boundaries and edges [4]. 

Object shapes however, will have intrinsic intra-class varia-
tions. Moreover, object boundary deformation is expected 
in most imaging applications due to the varying imaging 
conditions, sensor noise, occlusion and imperfect segmenta-
tion.  

Deformable models may be a promising approach for solv-
ing this problem due to their flexibility in object modeling. 
On the other hand, they are computationally very expensive 
to be used in a real time application, or even in a retrieval 
application where the user expects to have a response 
within few seconds after he puts his query. Hence these are 
not suitable for large databases where thousand of images 
are involved.  

Therefore, simpler shape features have been used in several 
content-based indexing and retrieval (CBIR) systems, e.g. 
QBIC [10], MUVIS [1, 2]: high curvature points [5, 6, 7, 
11], moments, morphological features (skeleton) and topo-
logical features.  

This paper is introducing a novel boundary-based approach 
to shape similarity computation suitable for use in CBIR 
systems. The rest of the paper is organized as follows:  Sec-
tion 2 presents an overview of the proposed method, fol-
lowed by a detailed description of each step. Assessments 
of experimental results using a subset of the MPEG-7 test 
data are presented in Section 3. In Section 4 conclusions are 
drawn. 

II. THE PROPOSED METHOD 
We are assuming in this paper that the shapes are already 
extracted from the gray level images and are stored in sepa-
rate data files. The goal of this method is to compute simi-
larity between any two shapes. The proposed method 
operates in three steps: alignment, boundary to multilevel 
image transformation and similarity evaluation.  

To estimate the similarity between two objects shapes the 
boundaries are first aligned. The binary images containing 
the boundaries are then transformed into multilevel images; 
which are compared using the ordinal measure introduced 
in [9]. This ordinal measure estimates the similarity be-
tween the two shapes based on the correlation of their cor-
responding transform images. In the rest of this Section we 
give a detailed description of each one of the steps men-
tioned above. 

A. Alignment 
The alignment is performed by first detecting the major and 
minor axes of each shape, followed by reorientation of the 
shape in such a way that these axes are oriented in a stan-
dard way for all shape boundaries. 

Once the major and minor axes are found, the boundary 
points {P1, P2, P3, and P4} that intersect with these axes 
are used to reorient/reposition the boundary as follows.  The 
point that is closest to the center of mass among {P1, P2} is 
kept on the right. And the point among {P3, P4} closest to 
the major axe is kept on the top.  We understand that this 
simple alignment process may not be enough in certain 
situations, but can be used to prove the validity of the pro-
posed technique. In future work a more robust alignment 
algorithm may be used. 
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B. Boundary to multilevel image transformation 
The shape is represented as a thin contour, C, in a binary 
image. This image is transformed into a multilevel (gray-
scale) image G using a mapping function, such that the 
pixel values in G,  }G ,   ,G ,{G n21 … , depend only on 
the position of the contour pixels:  

    ),,...,1:( pkCG ki == φ for n ...,  1,i = , 

where kC is the position of the contour pixel k in the image 
G. Several transformations satisfy this requirement. For 
example any distance transformation or the transformations 
simulating the heat dissipation process.  

As a result of this mapping the information contained in the 
shape boundary will be spread throughout all the pixels of 
the image. Computing the similarity in the transform do-
main will benefit of the rearrangement of the boundary in-
formation. We expect that there is no single optimal 
mapping; different mappings will emphasize different fea-
tures of the contour. Which of these features is the most 
important is application and data dependent.   

In this work we have implemented a mapping based on a 
simple geodesic metric. The metric is integer and its appli-
cation is done through an iterative wave propagation proc-
ess. The contour points are considered as seeds during the 
construction of the distance map. The distance map can be 
generated inside and/or outside the contour. The values can 
increase or decrease starting from the contour and can be 
limited.   

Figure 2 presents an example of a distance map generated 
only inside the contour of a rat.  

C. Similarity evaluation 
The evaluation of image similarity is based on the frame-
work for ordinal-based image correspondence introduced in 
[8]. Figure 3 gives a general overview of this region-based 
approach.  

Suppose we have two images, X and Y, of equal size. In a 
practical setting, images are resized to a common size. Let 

 }X ,  ,X ,{X n21 … and  }Y ,   ,Y ,{Y n21 … be the pixels 
of image X and image Y, respectively. We select a number 
of areas  }R ,   ,R ,{R m21 … and extract the pixels from 

both images that belong to these areas. Consequently, X
jR  

and Y
jR  contain the pixels from image X and Y, respec-

tively, which belong to area jR , with m ...,  1,j = . 

The goal is to compare the two images using a region-based 
approach. To this end, we will be comparing X

jR  and Y
jR , 

for each m ...,  1,j = . Thus, each block in one image is 
compared to the corresponding block in the other image in 
an ordinal fashion. Because our approach is an ordinal one 
only the ranks of the pixels are to be utilized. For every 

pixel kX , we construct a so-called slice, which is defined 

as: },...,1:{S ,
X nlS X

lkk == , where: 

�
�
� <

=
otherwise

XXif
S lkX

lk ,0
,1

, . 

As can be seen, slice XSk corresponds to pixel kX  and is a 
binary image of size equal to image X. Slices are built in a 
similar manner for image Y as well. 

With the goal of comparing regions X
jR  and YR j , we first 

combine the slices from image X, corresponding to all the 
pixels belonging to region X

jR . The slices are combined 

using the operation )(.OP1 into a so-called  metaslice  
X
jM . More formally, })R  X:S { ( OPM X

jk
X
k1

X
j ∈= , 

m ...,  1,j = . Similarly, we combine the slices from image 

Y to form y
jM . It should be noted that the metaslices are 

equal in size to the original images and could be multi-
valued, depending on the operation )(.OP1 . Each metaslice 
represents the relation between the region it corresponds to 
and the entire image. 

The next step is a comparison between all pairs of me-
taslices X

jM  and y
jM  by using operation )(.OP2 , result-

ing in the metadifference jD . That is, 

)M,(MOPD YX
2j jj= , m ...,  1,j = . We thus construct a 

set of metadifferences D={D1, D2, …, Dm}. The final step is 
to extract a scalar measure of correspondence from set D, 
using operation )(.OP3 . In other words, )(3 DOP=λ . In 
[8] it was shown that this structure could be used to model 
the well-known Kendall's τ  and Spearman's ρ  meas-
ures. 

The image similarity measure used in this paper is an in-
stance of the previously mentioned framework. This meas-
ure has been analyzed more extensively in [9]. Following is 
a short description of the operations (.)kOP adopted for 

this measure. Operation (.)1OP  is chosen to be the com-

ponent-wise summation operation; that is, metaslice jM is 
the summation of all slices corresponding to the pixels in 
block j or in other words, �

∈

=
jk RXk

kj SM
:

. 

Next, operation (.)2OP  is chosen to be the squared 
Euclidean distance between corresponding metaslices. That 

is, 
2

2

Y
j

X
jj MMD −= . 



 

 

Finally, operation (.)3OP  sums together all metadiffer-

ences to produce �=
j

jDλ . 

One advantage of this approach over classical ordinal corre-
lation measures is its’ capability to take into account differ-
ences between images at a scale related to the chosen block 
size. 

III. EXPERIMENTAL RESULTS 
The experiments were conducted on two sets of 20 images 
each. The two sets are from the MPEG-7 CE Shape/Motion 
test set B, which contains (1400 images 20 in each cate-
gory). 

To assess the performance of our technique the two test sets 
where chosen such that each contains four categories of 
objects.  

The difference between silhouettes from any two categories 
of the first test set is obvious; see Figure 4. In Figure 5, this 
can be clearly noticed in the high levels away from the di-
agonal. The intra-category discrepancy is rather small. 
Those plateaus on the diagonal have lower levels, meaning 
that the shapes within a given category are well grouped. 

All the images of the second test set, are side shots of ani-
mals in similar positions. Therefore, the difference (similar-
ity) between the shapes in this set is more difficult to 
estimate. Especially, when a given category presents a clear 
difference between its members. This is the case of the 
deer-1 and elephant-12, see Figure 6. This difference is 
reflected by the larger values of the dissimilarity scores 
presented in Table 2. 

IV. CONCLUSIONS 
The proposed technique produced encouraging results when 
applied on the MPEG-7 test data. These results have been 
obtained by using some intuitively selected parameters for 
the generation of the mapping and the similarity evaluation. 
Better results are expected if the parameters are optimized. 

Due to the large number of parameters involved in the gen-
eration of the distance map and in the similarity computa-
tions the behavior of the proposed technique is quite 
complex. Therefore, further study is required for the opti-
mization of the results and the understanding of the 
method's behavior. 
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Figure 1. Boundary points used for the alignment. 

 

 

  

Figure 2. The object boundary overlaid on top of the distance map. 
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Figure4. Test set used in Experiment 1. 

  

    

Figure 5. Test set used in Experiment 2. 



 

 

 

Figure 6. Surface plot of the scores obtained with the shape test set shown in Figure 4. 
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heart-1 0 0.31 0.27 0.24 0.11 1.94 1.89 1.98 2.01 1.91 1.45 1.45 1.45 1.28 1.51 1.24 1.21 1.26 1.27 1.22

heart-10 0.31 0 0.42 0.42 0.35 1.78 1.73 1.83 1.83 1.79 1.38 1.39 1.39 1.19 1.4 1.23 1.19 1.23 1.24 1.22

heart-14 0.27 0.42 0 0.29 0.34 1.97 1.92 1.98 2.03 1.93 1.48 1.48 1.47 1.33 1.57 1.37 1.32 1.37 1.36 1.31

heart-2 0.24 0.42 0.29 0 0.24 2.05 1.99 2.07 2.1 2 1.4 1.4 1.4 1.26 1.5 1.31 1.29 1.35 1.34 1.3

heart-3 0.11 0.35 0.34 0.24 0 2.02 1.96 2.04 2.07 1.97 1.36 1.36 1.36 1.18 1.41 1.24 1.22 1.28 1.27 1.24

horseshoe-1 1.94 1.78 1.97 2.05 2.02 0 0.36 0.34 0.37 0.48 1.77 1.77 1.76 1.92 1.69 1.62 1.66 1.55 1.55 1.64

horseshoe-15 1.89 1.73 1.92 1.99 1.96 0.36 0 0.41 0.6 0.51 1.73 1.74 1.72 1.93 1.66 1.67 1.69 1.6 1.59 1.66

horseshoe-2 1.98 1.83 1.98 2.07 2.04 0.34 0.41 0 0.46 0.41 1.73 1.72 1.71 1.88 1.64 1.65 1.69 1.58 1.57 1.63

horseshoe-3 2.01 1.83 2.03 2.1 2.07 0.37 0.6 0.46 0 0.63 1.76 1.75 1.74 1.87 1.63 1.59 1.61 1.5 1.52 1.58

horseshoe-4 1.91 1.79 1.93 2 1.97 0.48 0.51 0.41 0.63 0 1.61 1.6 1.59 1.83 1.57 1.62 1.65 1.57 1.56 1.62

lizzard-15 1.45 1.38 1.48 1.4 1.36 1.77 1.73 1.73 1.76 1.61 0 0.2 0.19 0.56 0.37 1.39 1.36 1.39 1.34 1.42

lizzard-3 1.45 1.39 1.48 1.4 1.36 1.77 1.74 1.72 1.75 1.6 0.2 0 0.05 0.66 0.46 1.35 1.33 1.36 1.32 1.37

lizzard-5 1.45 1.39 1.47 1.4 1.36 1.76 1.72 1.71 1.74 1.59 0.19 0.05 0 0.66 0.47 1.36 1.34 1.36 1.31 1.38

lizzard-6 1.28 1.19 1.33 1.26 1.18 1.92 1.93 1.88 1.87 1.83 0.56 0.66 0.66 0 0.62 1.33 1.3 1.34 1.31 1.36

lizzard-7 1.51 1.4 1.57 1.5 1.41 1.69 1.66 1.64 1.63 1.57 0.37 0.46 0.47 0.62 0 1.42 1.41 1.42 1.38 1.47

rat-02 1.24 1.23 1.37 1.31 1.24 1.62 1.67 1.65 1.59 1.62 1.39 1.35 1.36 1.33 1.42 0 0.37 0.45 0.46 0.56

rat-08 1.21 1.19 1.32 1.29 1.22 1.66 1.69 1.69 1.61 1.65 1.36 1.33 1.34 1.3 1.41 0.37 0 0.44 0.51 0.54

rat-13 1.26 1.23 1.37 1.35 1.28 1.55 1.6 1.58 1.5 1.57 1.39 1.36 1.36 1.34 1.42 0.45 0.44 0 0.38 0.41

rat-14 1.27 1.24 1.36 1.34 1.27 1.55 1.59 1.57 1.52 1.56 1.34 1.32 1.31 1.31 1.38 0.46 0.51 0.38 0 0.45

rat-15 1.22 1.22 1.31 1.3 1.24 1.64 1.66 1.63 1.58 1.62 1.42 1.37 1.38 1.36 1.47 0.56 0.54 0.41 0.45 0

Table 1.  Scores obtained for the test set number one. 



 

 

  

Figure 7. Surface plot of the scores obtained with the shape test set shown in Figure 5. 
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camel-1 0 0.36 0.51 0.68 0.74 1.75 1.87 1.88 1.50 1.57 2.23 1.47 1.48 1.92 1.92 1.60 1.01 1.87 2.14 1.45

camel-10 0.36 0 0.32 0.83 0.68 1.61 1.79 1.80 1.41 1.49 2.46 1.42 1.44 1.75 1.75 1.67 1.00 1.88 2.18 1.36

camel-11 0.51 0.32 0 0.97 0.53 1.36 1.76 1.76 1.28 1.40 2.55 1.61 1.63 1.81 1.81 1.75 1.13 1.82 2.12 1.34

camel-12 0.68 0.83 0.97 0 1.09 1.77 1.49 1.50 1.36 1.44 1.89 1.42 1.42 2.14 2.14 1.56 1.25 1.92 1.71 1.51

camel-13 0.74 0.68 0.53 1.09 0 1.61 1.79 1.80 1.36 1.43 2.42 1.95 1.96 2.23 2.23 1.37 0.83 1.62 2.25 0.97

cattle-1 1.75 1.61 1.36 1.77 1.61 0 1.05 1.05 0.73 0.78 2.62 2.01 2.03 1.86 1.86 2.57 2.15 2.53 1.89 2.17

cattle-10 1.87 1.79 1.76 1.49 1.79 1.05 0 0.01 0.74 0.54 2.23 2.07 2.08 2.29 2.29 2.38 2.13 2.45 1.94 2.24

cattle-11 1.88 1.80 1.76 1.50 1.80 1.05 0.01 0 0.74 0.54 2.23 2.08 2.09 2.29 2.29 2.39 2.14 2.45 1.95 2.25

cattle-12 1.50 1.41 1.28 1.36 1.36 0.73 0.74 0.74 0 0.32 2.33 1.70 1.71 1.94 1.94 2.10 1.81 2.09 1.81 1.88

cattle-13 1.57 1.49 1.40 1.44 1.43 0.78 0.54 0.54 0.32 0 2.24 1.68 1.69 1.90 1.90 2.19 1.87 2.30 1.91 2.00

deer-1 2.23 2.46 2.55 1.89 2.42 2.62 2.23 2.23 2.33 2.24 0 2.14 2.14 2.79 2.79 2.33 2.30 3.01 2.68 2.61

deer-10 1.47 1.42 1.61 1.42 1.95 2.01 2.07 2.08 1.70 1.68 2.14 0 0.03 1.22 1.22 2.03 1.91 2.49 1.96 2.05

deer-11 1.48 1.44 1.63 1.42 1.96 2.03 2.08 2.09 1.71 1.69 2.14 0.03 0 1.27 1.27 2.01 1.91 2.47 1.95 2.04

deer-12 1.92 1.75 1.81 2.14 2.23 1.86 2.29 2.29 1.94 1.90 2.79 1.22 1.27 0 0 2.73 2.40 3.12 2.80 2.62

deer-13 1.92 1.75 1.81 2.14 2.23 1.86 2.29 2.29 1.94 1.90 2.79 1.22 1.27 0 0 2.73 2.40 3.12 2.80 2.62

elephant-1 1.60 1.67 1.75 1.56 1.37 2.57 2.38 2.39 2.10 2.19 2.33 2.03 2.01 2.73 2.73 0 0.91 1.24 2.27 0.74

elephant-10 1.01 1.00 1.13 1.25 0.83 2.15 2.13 2.14 1.81 1.87 2.30 1.91 1.91 2.40 2.40 0.91 0 1.46 2.36 0.84

elephant-11 1.87 1.88 1.82 1.92 1.62 2.53 2.45 2.45 2.09 2.30 3.01 2.49 2.47 3.12 3.12 1.24 1.46 0 2.29 1.13

elephant-12 2.14 2.18 2.12 1.71 2.25 1.89 1.94 1.95 1.81 1.91 2.68 1.96 1.95 2.80 2.80 2.27 2.36 2.29 0 2.15

elephant-13 1.45 1.36 1.34 1.51 0.97 2.17 2.24 2.25 1.88 2.00 2.61 2.05 2.04 2.62 2.62 0.74 0.84 1.13 2.15 0

Table 2.  Scores obtained for the test set number two. 
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ABSTRACT 
 
E-Commerce systems must offer customers a quick and 
easy access to products. In this paper we propose a visuali-
zation system allowing a convenient overview of large sets 
of objects. In the beginning, the product's visual features 
are described in terms of very high-dimensional MPEG-7 
descriptors and are reduced to only three dimensions for 
visual presentation afterwards. The dimension reduction is 
realized by an appropriate weighting of the high-
dimensional descriptor components corresponding to a 
modification of the covariance-matrix used for PCA.  The 
user can adapt the visualization procedure according to his 
personal preferences in a continuous and intuitive manner 
in real time. This is regarded to be of great importance for 
the acceptance of E-Commerce systems. The technique 
introduced is a general approach, which can be combined 
with other relevance feedback methods. 
 
 
1 INTRODUCTION 
 
E-Commerce is regarded to be one of the most promising 
factors of industrial growth and companies all over the 
world invest more and more into this field. 
To be successful, e-commerce systems must present prod-
ucts in an appealing manner, allow easy and intuitive navi-
gation through the range of goods and highlight their 
characteristics and merits.  
This is not an easy task, especially if there is a large diver-
sity of products and if goods cannot sufficiently be de-
scribed by text or numbers (e.g. wallpaper or knobs). 
 
Every customer in a store uses a high-performance pattern 
recognition system to find the goods he is looking for: his 
own visual system. When searching for goods the cus-
tomer is guided by his idea of how the desired product 
may look or even by a sample of the product. Visual simi-
larity and visual order are major factors in searching. 
Therefore, it is little surprising that knobs in the haber-
dashery of a department store, for example, are usually 
sorted according to their shape, color and size. The effi-
ciency of the human visual system allows the customer to 
quickly scan and match a vast amount of objects based on 
visual criteria and select the most promising ones for a 
closer inspection.  

The MPEG-7 descriptors for still image- and video de-
scription are well adapted to visual feature extraction and 
are also suited for fast indexing. Each descriptor covers a 
part of a high dimensional feature space, which may 
achieve up to 300 or even more dimensions.  
For visualization the feature space has to be reduced to 2 
or 3 dimensions. We use Principal Component Analysis 
(PCA) here for dimension reduction. The computation of 
the covariance matrix is a time consuming procedure, but 
it has to be done only once after the database has been 
created. So its computation does not effect the e-commerce 
system at run time. 
The PCA yields an uncorrelated feature vector representa-
tion with minimum difference between the original feature 
vector and the feature vector which is reconstructed from 
the dimensionally reduced one [3]. This is achieved keep-
ing only those components of the transformed feature 
vector having the highest variance. 
However, components being salient in a pure statistical 
sense might not be relevant to the user. Rather the user 
may be interested in some particular aspects with minor 
statistical importance. Therefore, a user-specific weighting 
of feature components is needed to take into account per-
sonal preferences.  
In contrast to different interactive systems our e-commerce 
interface enables fast visualization, easy use and intuitive 
presentation. MARS [11] for example, asks the user to rate 
the search results. In [10] a system is introduced which 
applies learning algorithms for data, task and context rec-
ognition. Although appealing, these approaches are some-
what circumstantial and not suited for easy and quick ap-
plication. 
 
User feedback can be integrated by weighting each de-
scriptor (feature vector, resp.) component by some factor 
followed by a new computation of the entire PCA. With 
interactive systems, the user permanently reacts to system 
output and permanently changes user-specific parameters. 
In chapter 2 we show how real time user feedback can be 
processed without recomputation of the entire covariance 
matrix. In Chapter 3, we demonstrate the usefulness of  
PCA for the visualization of selected MPEG-7 descriptors. 
These descriptors can be viewed to be the search intention 
of a potential costumer. For demonstration three descrip-
tors are selected: BoundingBox, ContourBasedShape and 
RegionBasedShape. They are applied to a database con-
taining a variety of shape objects  

mailto:ellerbrock@hhi.de
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mailto:sikora@hhi.de


 
 
2 DIMENSION REDUCTION 
 
As described above, the first step is dimension reduction. 
Non-linear techniques like Neural Networks (especially 
Multilayer Perceptrons and Self Organizing Maps [4], [9] 
[1]) provide a better adaption to heavily folded clusters in 
the feature space than PCA. However, the integration and 
adjustment of user-specific weights is hard to realize. 
Therefore, PCA is used here. 
PCA is also known as “Karhunen-Loeve Transform” 
(KLT). It rotates and shifts the coordinate system in such 
way that features are made uncorrelated. After this, feature 
components with small variance are neglected. This corre-
sponds to a projection into a low dimensional subspace 
capturing most of the variation within the data set [7].  
The PCA (for details see [2,3,7]) takes a set of real n-
dimensional (feature) vectors as input. Let x(1),... , x(N) 
denote the feature vectors, which result from the original 
ones after substraction of their mean (this way the PCA 
shifts its basis transformation to the center of mass of the 
given set of vectors). After this, the covariance matrix C is 
the expectation of the matrix Xij := xi ⋅xj, i.e.  
 

C = E(X)     (1) 

 
Lets v(1),... , v(n) be the normalized eigenvectors of C, ar-
ranged in decreasing order of their eigenvalues λ(1),... ,λ(n), 

and define the projection matrix V to be an n × k matrix 
having the eigenvectors v(1),... , v(k) as columns. The vectors 
v(1),... , v(n) are an orthonormal basis of the n-dimensional  
euclidean feature space. For each original feature vector x 
a k-dimensional feature vector y is computed by applica-
tion of the transposed matrix of V to x, i.e.  
 

y = VTx       ( 2) 

with k « n, { }3,2∈k  here.    ( 3) 

  
The eigenvalues λ(1),... ,λ(k) are the variances of the new 
feature vectors y. Note, that y is a vector of a reduced 
number of dimensions corresponding to the largest vari-
ances. The vector y can be regarded  as a mixture of com-
ponents of the original feature vector x. 
 
 
2.1 Integration of user-intention 
 
There are two possibilities to integrate user preference 
weights into the PCA. The first one virtually changes the 
variance of the data by rescaling the axes. After this is 
done the covariance matrix C must be computed again. 
Alternatively, only the columns and rows concerned are 
adjusted. Suppose, the m-th component of all zero mean 

feature vectors x(1),... , x(N) shall be emphasized by a factor 
α  (this corresponds to an increment of the variance of  
dimension m.)  

( ) ( )mxmx nn )()( : ⋅=′ α ,  { }Nn ...,,1∈∀ ,  (4) 

However, this corresponds to a modification C' of the 
covariance matrix C: 
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Due to eq. (5) the recomputation of the covariance matrix 
can be avoided. Instead only some columns and rows are 
multiplied by weights. However, this does not prevent  
from a new computation of eigenvectors and eigenvalues.  
 
It is obvious from the formulas above, that by the intro-
duced approach, user preferences control the principal 
components chosen within the PCA. This enables the user 
to visualize those subspaces which appear relevant to him.  
 
 
3 EXAMPLES OF USER-SPECIFIC SEARCH 
 
The efficiency of the user-interactive system is demon-
strated for a database storing numerous objects of different 
kind. Each object is assigned a 3-dimensional PCA-based 
feature vector y. This vector is used to place the objects 
within a virtual 3D-space. The e-commerce user-interface 
depicts all the objects in this virtual 3D-space. To enhance  
the 3D impression the ensemble of objects is rotated 
within the virtual space resulting in a strong 3D illusion. 
This way many more objects can be viewed and selected 
than in two dimensions. By means of a few sliders the user 
is able to control search items and subspace axis in the 
high-dimensional feature space corresponding to “orienta-
tion”, “contour” and “shape”. These sliders adjust user 
preference weights and correspond to the rescaling of the 
original feature space spanned by the MPEG-7 descriptors.  
 
 
3.1 The shape database 
 
The database used contains about 3500 examples of 
shapes, mostly varied in perspective. It has been provided 
by the MPEG-7 community and is commonly used for the 
evaluation of descriptors. Shape visualization has also 
been proposed for the recognition of trademarks [5]. In 
principal, any feature extraction algorithm can be inte-
grated into this visualization tool provided the features can 
be considered elements of some vector space.  
 
We have investigated three shape-based MPEG-7 descrip-
tors: BoundingBox, ContourBasedShape, and Region-



BasedShape ([8], [6], and [12]). After some transforma-
tion, the descriptors return features being elements of the 
60-dimensional euclidean  vector space. These 60-
dimensional vectors are projected into a  three dimensional 
subspace as explained in the former section.  
 
3.1.1 MPEG-7 BoundingBox 
 

The BoundingBox descriptor extracts the smallest enclos-
ing rectangle and its orientation. It is simple but robust and 
might - for example - separate lying persons from standing 
ones.  
At the first glance the user might concentrate himself to 
the orientation of objects and to the ratio of the object's 
width to height. Then he will pay most attention to visual 
aspects being captured by the BoundingBox descriptor. 
Figure 1 displays such a szenario. Note that objects with 
approximately a quadratic bounding box are placed on the 
right side whereas objects embraced by an elongated rec-
tangle are on the left.  
 

 
 
 
 
 
 
 
 

In addition the tilt angle is varied from the bottom to the 
top. Although 200 objects are depicted, a good overview is 
given in the 3D visualization. 
 
 
3.1.2  MPEG-7 CountourBasedShape 
 
This descriptor computes the maxima of the contour’s 
curvature. Firstly, equidistant sample points are placed on 
the contour to make the descriptor independent of the 
object size. At these points the curvature is considered and 
its extrema are tracked through a continuing low pass 

Fig.  1: Visualization with BoundingBox being the dominant feature  



filtering process. When the filtering proceeds flat extrema 
disappear whereas distinct ones persist. 
 
The locations of the curvature's extrema and the number of 
filtering steps are taken as feature vector. In addition,  the 
data are adjusted to the highest maximum to gain some 
rotational invariance. The method is robust with respect to 
noise and it reflects the locations of salient curvature 
points irrespective of shape complexity. Figure 2 depicts a 
subset of the database. The objects concerned originate 
from a vicinity of shapes with quadratic BoundingBox and 
are arranged with respect to the fineness of theirs contours.  
 
3.1.3 MPEG-7 RegionBasedShape 
 
The center of mass of each object is calculated and a cer-
tain kind of radial symmetric polynomials, called Zernike 
Polynomials, are fitted to the centered object. This method 
yields invariance with respect to rotation, size, and transla-
tion. 

Figure 3 shows the alignment of objects according to their 
mass distribution. It is remarkable that Figure 3 depicts a 
3d-visualization on a 2d-surface. In the upper right part 
compact shapes are located whereas in the lower part ob-
jects with rather a spreading mass are situated. In contrast, 
even more straddle shapes are in the left half, e.g. stars, 
cruises, etc. Stars are subdivided into ones with straight 
and titled rays. 
 
 
  
 
 
 
 
 
 
 
 
 
 

 

Fig.  2: Visualization with user-preference ContourBasedShape being the dominant feature 



 
 
3.1.4 Transition from BoundingBox to CountourShape 
 
Figures 4a, 4b, 4c, 4d demonstrate a continuous transition 
from a BoundingBox dominated visualization to a visuali-
zation governed by the ContourBasedShape descriptor. 
This reflects a gradual shift of the user's preferences start-
ing at shape proportion and shape orientation and arriving 
at a point of view guided by contour complexity in the 
end. 
 
 

 

Fig. 4a: Continuous transition of feature weightings: 
          a) 100% BoundingBox and 0% ContourBasedShape 

 

 
 
Fig. 4b,4c,4d: Continuous transition of feature weightings: 
b) (top): 66% BoundingBox and 33% ContourBasedShape 

Fig.  3: Visualization with user-preference RegionBased-
Shape being the dominant feature 



c) (in the middle): 33% BoundingBox and 66% Contour-
BasedShape 
d) (bottom): 0% BoundingBox and 100% ContourBased-
Shape 
 
4 CONCLUSION AND FUTUR WORK 
 
We have shown that PCA can be applied for the visuliza-
tion of high-dimensional MPEG-7 descriptors. It yields an 
elegant method for effective user-interaction for e-
commerce systems. Though the PCA is a linear technique, 
its performance is powerful and sufficient for the compres-
sion of high dimensional feature spaces to only 3 dimen-
sions. Usually, the introduction of a user-specific weight-
ing will require a time consuming recomputation of the 
PCA’s covariance matrix. However, we found quite an 
easy way to circumvent this problem.  
Hence, our e-commerce surface allows a continuous varia-
tion of the visualized subspace in accordance with the 
search preferences of the user. 
Future work will combine different techniques (relevance 
feedback, subspace visualization, 3D-viewers) to make the 
layman still more unaffected by the technical machínery of 
the software. This is regarded one of the most important 
factors for the acceptance of e-commerce platforms. 
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ABSTRACT

This paper presents a comparison between different
techniques for audio classification into homogeneous
segments of speech and music. The first method is
based on Zero Crossing Rate and Bayesian
Classification (ZB), and it is very simple from a
computational point of view. The second approach uses
a Multi Layer Perceptron network (MLP) and requires
therefore more computations. The performance of the
proposed algorithms has been evaluated in terms of
misclassification errors and precision in music-speech
change detection. Both the proposed algorithms give
good results, even if the MLP shows the best
performance.

1. INTRODUCTION

Effective navigation through multimedia documents
is necessary to enable widespread use and access to
richer and novel information sources. Design of
efficient indexing techniques to retrieve relevant
information is another important requirement. Allowing
for possible automatic procedures to semantically index
audio-video material represents a very important
challenge. Such methods should be designed to create
indices of the audio-visual material, which characterize
the temporal structure of a multimedia document from a
semantic point of view.
The International Standard Organization (ISO) started in
October 1996 a standardization process for the
description of the content of multimedia documents,
namely MPEG-7: the “Multimedia Content Description
Interface” [1]. However the standard specifications do
not indicate methods for the automatic selection of
indices.

A possible mean is to identify series of consecutive
segments, which exhibit a certain coherence, according
to some property of the audio-visual material. By
organizing the degree of coherence, according to more
abstract criteria, it is possible to construct a hierarchical
representation of information, so as to create a Table of
Content description of the document. Such description
appears quite adequate for the sake of navigation

through the multimedia document, thanks to the multi-
layered summary that it provides [2,3].

Traditionally, the most common approach to create
an index of an audiovisual document has been based on
the automatic detection of the changes of camera
records and the types of involved editing effects. This
kind of approach has generally demonstrated
satisfactory performance and lead to a good low-level
temporal characterization of the visual content.
However the reached semantic level remains poor since
the description is very fragmented considering the high
number of shot transitions occurring in typical audio-
visual programs.

Alternatively, there have been recent research efforts
to base the analysis of audiovisual documents by a joint
audio and video processing so as to provide for a higher
level organization of information. In [2,4] these two
sources of information have been jointly considered for
the identification of simple scenes that compose an
audiovisual program. The video analysis associated to
cross-modal procedures can be very computationally
intensive (by relying, for example, on identifying
correlation between non-consecutive shots).

We believe that audio information carries out by
itself a rich level of semantic significance. The focus of
this contribution is to compare simple classification
schemes for audio segments. Accordingly, we propose
and compare the performance of two different
approaches for audio classification into homogeneous
segments of speech and music. The first approach,
based mainly on Zero Crossing Rate (ZCR) and
Bayesian Classification, is very simple from a
computational complexity point of view. The second
approach, based on Neural Networks (specifically a
Multi Layer Perceptron, MLP), allows better
performance at the expense of an increased
computational complexity.

The paper is organized as follows. Section 2 is
devoted to a brief description of the state of the art
solutions for audio classification into speech and music.
The proposed algorithms are described in Sections 3 and
4, whereas in Section 5 we report the experimental
results. Concluding remarks are given in Section 6.



2. STATE OF THE ART SOLUTIONS

In this section we focus the attention on the problem of
speech from music separation.
   J. Saunders [5] proposed a method mainly based on
the statistical parameters of the Zero Crossing Rates
(ZCR, plus a measure of the short time energy contour.
Then, using a multivariate Gaussian classifier, he
obtained a good percentage of class discrimination
(about 90%). This approach is successful for
discriminating speech from music on a broadcast FM
radio and it allows achieving the goal for the low
computational complexity and for the relative
homogeneity of this type of audio signal.
    E. Scheirer and M. Slaney [6] developed another
approach to the same problem, which exploits different
features still achieving similar results. Even in this case
the algorithm achieves real-time performance and uses
time domain features (short-term energy, zero crossing
rate) and frequency domain features (4 Hz Modulation
energy, Spectral Rolloff point, centroid and flux, ...),
extracting also their variance in one second segments. In
this case, they use some methods for the classification
(Gaussian mixture model, k-nearest neighbor, k-d tree)
and they obtain similar results.
   J. Foote [7] adopted a technique purely data-driven
and he did not extract subjectively “meaningful”
acoustic parameters. In his work, the audio signal is first
parameterized into Mel-scaled cepstral coefficients plus
an energy term, obtaining a 13-dimensional feature
vector (12 MFCC plus energy) at a 100 Hz frame rate.
Then using a tree-based quantization the audio is
classified into speech, music and no-vocal sounds.
   C. Saraceno [8] and T. Zhang et al. [9] proposed more
sophisticated approaches to achieve a finest
decomposition of the audio stream. In both works the
audio signal is decomposed at least in four classes:
silence, music, speech and environmental sounds.
In the first work, at the first stage, a silence detector is
used, which divides the silence frames from the others
with a measure of the short time energy. It considers
also their temporal evolution by dynamic updating of
the statistical parameters and by means of a finite state
machine, to avoid misclassification errors. Hence the
three remaining classes are divided using
autocorrelation measures, local as well as contextual
and the ZCR, obtaining good results, where
misclassifications occur mainly at the boundary between
segments belonging to different classes.
 In [9] the classification is performed at two levels: a
coarse level and a fine level. For the first level, it is used
a morphological and statistical analysis of energy
function, average zero crossing rate and the fundamental
frequency. Then a ruled-based heuristic procedure is
built to classify audio signals based on these features. At
the second level, further classification is performed for
each type of sounds. Because this finest classification is

inherently semantic, for each class could be used a
different approach. In this work the focus is primarily
on the environmental sounds which are discriminated
using periodic and harmonic characteristics. The results
for the coarse level show an accuracy rate of more than
90% and misclassification usually occurs in hybrid
sounds, which contains more than one basic type of
audio.
Z. Liu et al. [10] use another kind of approach, because
their aim is to analyze the audio signal for a scene
classification of TV programs. The features selected for
this task are both time and frequency domain and they
are meaningful for the scene separation and
classification. These features are: no silence ratio,
volume standard deviation, volume dynamic range,
frequency component at 4 Hz, pitch standard deviation,
voice of music ratio, noise or unvoiced ratio, frequency
centroid, bandwidth and energy in 4 sub-bands of the
signal. Feedforward neural networks are used
successfully as pattern classifiers in this work. Better
performances are achieved using a one-class-in-one-
network (OCON) neural network rather than an all-
class-in-one-network (ACON) neural network. The
recognized classes are advertisement, basketball,
football, news, weather forecasts and the results show
the usefulness of using audio features for the purpose of
scene classifications.
   An alternative approach in audio data partitioning
consists in a supervised partitioning. The supervision
concerns the ability to train the models of the various
clusters considered in the partitioning. In literature, the
Gaussian mixture models (GMMs) [11] are frequently
used to train the models of the chosen clusters. From a
reference segmented and labeled database, the GMMs
are trained on acoustic data for modeling characterized
clusters (e.g., speech, music and background).
The great variability of noises (e.g., rumbling,
explosion, creaking) and of music (e.g., classic, pop)
observed on the audio-video databases (e.g., broadcast
news, movie films) makes difficult an a priori training
of the models of the various clusters characterizing
these sounds. The main problem to train the models is
the segmentation/labeling of large audio databases
allowing a statistical training. So long as the automatic
partitioning isn’t perfect, the labeling of databases is
time consuming of human experts. To avoid this cost
and to cover the processing of any audio document, the
characterization must be generic and an adaptation of
the techniques of data partitioning on the audio signals
is required to minimize the training of the various
clusters of sounds.

3. ZCR WITH BAYESIAN CLASSIFIER

As previously mentioned, several researches assume an
audio model composed of four classes: silence, music,



speech and noise.
In this work we focus the attention on the specific

problem of audio classification in music and speech,
assuming that the silence segments have already been
identified using, e.g., the method proposed in [4].

For this purpose we use a speech characteristic to
discriminate it from the music; the speech shows a very
regular structure where the music doesn’t show it.
Indeed, the speech is composed by a succession of
vowels and consonants: while the vowels are high
energy events with the most of the spectral energy
contained at low frequencies, the consonant are noise-
like, with the spectral energy distributed more towards
the higher frequencies.

Saunders [5] used the Zero Crossing Rate, which is a
good indicator of this behavior, as shown in Fig. 1.

The audio file is partitioned into segments of 2.04
seconds; each of them is composed of 150 consecutive
non-overlapping frames. These values allow a statistical
significance of the frame number and, using a 22050 Hz
sample frequency, each frame contains 300 samples,
which is an adequate trade-off between the quasi-
stationary properties of the signal and a sufficient length
to evaluate the ZCR.

For every frame, the value of the ZCR is calculated
using the definition given in [5].

These 150 values of the ZCR are then used to
estimate the following statistical measures:
•  Variance: which indicates the dispersion with

respect to the mean value;
•  Third order moment: which indicates the degree of

skewness with respect to the mean value;
•  Difference between the number of ZCR samples,

which are above and below the mean value.

Each segment of 2.04 seconds is thus associated
with a 3-dimensional vector.

To achieve the separation between speech and music
using a computationally efficient implementation, a
multivariate Gaussian classifier has been used.

At the end of this step we obtain a set of consecutive
segments labeled like speech or no-speech.

The next regularization step is justified by an
empirical observation: the probability to observe a
single segment of speech surrounded of music segments
is very low, and viceversa. Therefore, a simple
regularization procedure is applied to properly set the
labels of these spurious segments.

The boundaries between segments of different
classes are placed in fixed positions, inherently to the
nature of the ZCR algorithm. Obviously these
boundaries aren’t placed in a sharp manner, thus a fine-
level analysis of the segments across the boundaries is
needed to determinate a sharp placement of them. In
particular, the ZCR values of the neighboring segments

are processed to identify the exact position of the
transition between speech and music signal. A new
signal is obtained from these ZCR values, applying this
function
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Therefore y[n] is an estimation of the ZCR variance
in a short window. A low-pass filter is then applied to
this signal to obtain a smoother version of it, and finally
a peak extractor is used to identify the transition
between speech and music.
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Figure 1. The ZCR behavior for voice and music
segments.

4. NEURAL NETWORK CLASSIFIER

A Multi-Layer Perceptron (MLP) network [12] has
been tailored to distinguish between music and speech.
In multimedia applications mixed conditions must be
managed, as music with a very rhythmic singer (i.e. rap
song) or speech over music, as in advertising occurs.
The MLP has been trained only by five kinds of audio
traces, supposing other audio sources, as silence or
noise, to be previously removed: pure music (class
labeled as “Am”), melodic songs (class labeled as
“Bm”), rhythmic songs (class labeled as “Cm”), pure
speech (class labeled as “Av”) and speech superimposed
on music (class labeled as “Bv”).

Eight features have been selected as the neural
network inputs. These parameters have been computed
considering 86 frames by 1024 points each (sampling
frequency fs=22050Hz), with a total observing time of
about 4s. To allow a fine change detection, a circular



frame buffer has been provided and features pj, in terms
of mean value and standard deviation, are updated every
186 ms, corresponding to 4 frames fi, as depicted in Fig.
2.

Figure 2. Features Pj updating frequency.

A short description of the eight selected features
follows. Parameter P1 is the spectral flux, as suggested
by [13]. It indicates how rapidly changes the frequency
spectrum, with particularly attention to the low
frequencies (up to 2.5kHz) and it generally assumes
higher values for speech.

Parameters P2 and P3 are related to the short-time
energy [14]. Function E(n), with n=1 to 86, is computed
as the sum of the square value of the previous 1024
signal samples. A fourth-order high-pass Chebyshev
filter is applied with about 100Hz as the cutting
frequency. Parameter P2 is computed as the standard
deviation of the absolute value of the resulting signal,
and it is generally higher in speech. Parameter P3 is the
minimum of the short-time energy and it is generally
lower in speech, due to the pauses that occur among
words or syllables.

Parameters P4 and P5 are related to the cepstrum
coefficients, as indicated in equation 1.

(1)

Cepstrum coefficients cj(n), suggested in [15] as
good speech detectors, have been computed for each
frame, then the mean value cµ(n) and the standard
deviation cσ(n) have been calculated and parameters P4

and P5 result as indicated in equation 2.

P4=cµ(9)⋅cµ(11)⋅cµ(13), P5=cσ(2)⋅cσ(5)⋅cσ(9)⋅cσ(12)  (2)

Parameter P6 is related to the spectral barycentre, as
music is generally more sensible in the low frequencies.
In particular, the first-order-generalized momentum
(barycentre) is computed starting from the spectrum
module of each frame. Parameter P6 is the product of
the mean value by the standard deviation computed by
the 86 values of barycentre. In fact, due to the speech
discontinuity, standard deviation makes this parameter
more distinctive.

Parameter P7 is related to the ratio of the high-
frequency power spectrum (7.5kHz<f<11kHz) to the
whole power spectrum. The speech spectrum is usually
considered up to 4kHz, but the lowest limit has been
increased to consider signals with speech over music.
To consider the speech discontinuity and increase the
discrimination between speech and music, P7 is the ratio
of the mean value to the standard deviation obtained by
the 86 values of the relative high-frequency power
spectrum. Parameter P8 is the syllabic frequency
computed starting from the short-time energy calculated
on 256 samples (≈12ms) instead of 1024. A 5-taps
median filter has filtered this signal and P8 is the
number of peaks detected in 4s. As it is known [18],
music should present a greater number of peaks.

To train and preliminarily test features and the MLP,
a set of about 400 4s-long audio samples have been
considered belonging to the five classes labeled as Am,
Bm, Cm, Av, Bv and equally distributed between
speech (Av, Bv) and music (Am, Bm, Cm). The
discrimination power of the selected features has been
firstly evaluated by computing index α, defined by
equation (3), for each feature Pj, with j=1 to 8, where µm

and σm are respectively the mean value and standard
deviation of parameter Pj for music samples, and µv and
σv are the same for speech. α-values between 0.7 and 1
result for the selected features.

(3)

The selected MLP has eight input, corresponding to
the normalized features P1÷P8, fifteen hidden neurons,
five output neuron, corresponding to the five considered
classes, and uses normalized sigmoid activation
function. The 400 4s-long audio samples have been
divided in three sets: training, validation and test. Each
sample is formatted as {P1÷P8, PAv, PBv, PAm, PBm, PCm},
where PAv is the probability that sample belongs to class
Av. The goal is to distinguish between speech and
music and not to identify the class; for this reason target
has been assigned with “1” to the selected class, “0” to
the farest class, a value between 0.8 and 0.9 to the
similar classes and a value between 0.1 and 0.2 to the
other classes. For instance if a sample of Bm is
considered, that is melodic songs, PBm=1, PAm= PCm=
0.8 because music is dominant, PBv = 0.2 because it is
anyway a mix of music and voice, and PAv= 0.1,
because the selected sample contains voice. If a pure
music sample is considered (class Am), PAm=1, PBm=
Cm= 0.8 because music is dominant, PBv = 0.1 because it
is anyway a mix of music and voice, and PAv= 0,
because pure speech is the farest class. In fact,
classifying the speech over music as speech inclines the
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MLP to classify as speech some rhythmic songs: by
adjusting the sample target it is possible to incline to
one side or another the MLP response. In this
application we suppose to discriminate between speech
and music to successively identify particular words
from speech, so a light preference to speech is
acceptable. The MLP has been trained by Matlab tools
using the Levenberg-Marquardt method with a starting
µ value equal to 1000. The decision algorithm is
depicted in Fig. 3. The mean error related to the 400
samples is 4%.

Figure 3. The decision algorithm.

5. SIMULATION RESULTS

The proposed algorithms have been tested by
computer simulations to measure the classification
performance. The tests carried out can be divided in two
categories: the first one is about the misclassification
errors, while the second one is about the precision in
music-speech and speech-music change detection.

Considering the misclassification errors, we defined
three parameters as follow:

•  MER (Music Error Rate): it represents the ratio
between the total duration of the segments
misclassified, and the total duration of the test file.

•  SER (Speech Error Rate): it represents the ratio
between the total duration of the segments
misclassified, and the total duration of the test file.

•  TER (Total Error Rate): it represents the ratio
between the total duration of the segments
misclassified in the wrong category (both music
and speech), and the total duration of the test file.

The “generation” of the test files was carried manually,
i.e., each file is composed of many pieces of different
types of audio (different speakers over different
enviromental noise, different kinds of music as
classical, pop, rap, funky,…) concatenated in order to
have five minutes segment of speech followed by five
minutes segment of music, and so on, for a total
duration of 30 minutes.
All the content of this file has been recorded from a FM
radio station, and it has been sampled at a frequency of
22050 Hz, with a 16 bit uniform quantization.
The classification results for both the proposed methods

are shown in Table 1.

MER SER TER
MLP 11.62% 0.17% 6.0%
ZB 29,3% 6,23% 17.7%

Table 1. Classification results of the proposed
algorithms (MLP: Multi Layer Perceptron; ZB: ZCR
with Bayesian Classifier).

From the analysis of the simulation results, we can see
that, the MLP method gives better results compared to
the ZB one, having a lower error rate both in music and
speech.
Moreover, both the methods show the worst
performance in the classification of the music segments,
i.e., many segments of music are classified as speech
than viceversa.
For a better understanding of these results, it can be
useful take a look to the Fig. 4.

Figure 4. Graphical display of the classification results
(a: MLP, b: ZB).

In the first row are shown the classification results of
the MLP algorithm, where the white intervals are the
segments classified as speech and the black ones are the
segments classified as music.
The second row shows the classification results
obtained using the ZB algorithm.
   From the figure, it appears clearly that the worst
classifications are carried out in the third music
segment, between the minutes 20 and 25. The
explanation is that these pieces of music are styles
containing strong voiced components, under a weak
music component (rap and funky).
The neural network makes a mistake only with the rap
song, while the ZB approach performs a
misclassification with the funky song too.
This is due mainly to these reasons:
•  The MLP has been trained to recognize also music
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with a voiced component, and it gets wrong only if
the voiced component is too rhythmic (e.g., rap
song in our case). On the other hand, the Bayesian
classifier used in the ZB approach does not take in
account cases with mixed component (music and
voice), and therefore in this case the classification
results are significantly affected by the relative
strongness of the spurious components.

•  Furthermore, the ZB approach, that uses very few
parameters, is inerently not able to discriminate
between pure speech and speech with music
background, while the MLP network, which uses
more features, is able to make it.

Considering the precision of music-speech and speech-
music change detection, we measured the distance
between the correct point in the time scale when a
change occurred, and the nearest change point
automatically extracted from the proposed algorithms.
In our specific test set, we have only five changes, and
we have measured the maximum, minimum and the
mean interval between the real change and the extracted
one. The results are shown in Table 2, where PS2M
(Precision Speech to Music) is the error in speech to
music change detection, and PM2S (Precision Music to
Speech) is the error in music to speech change
detection.

PM2S PS2M
Min 0.56 0.19
Mean 1.30 1.53
Max 1.49 2.98

(a)

PM2S PS2M
Min 0.56 12.28
Mean 1.30 14.51
Max 2.79 16.74

(b)

Table 2. MLP (a), and ZB (b) change detection results
expressed in seconds.

Also in this case, the MLP obtain better performance
than the ZB.

6. CONCLUSION

In this paper we have proposed and compared two
different algorithms for audio classification into speech
and music. The first method is based mainly on ZCR
and Bayesian Classification (ZB), and is very simple
from the computational point of view.

The second approach uses Multi Layer Perceptron
(MLP), and considers more features, requiring therefore
more computations. The two algorithms have been
tested to measure its classification performance in terms
of misclassification errors and precision in music-
speech change detection. Both the proposed algorithms
give good results, even if the MLP shows the best
performance.
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Abstract—Based on real world image sequence characteristics of center-biased motion vector distribution, a Hexagonal (HS)

algorithm with center-biased checking point pattern for fast block motion estimation is proposed. The HS is compared with full search

(FS), four-step search (4SS), new three-step search (NTSS), and recently proposed diamond search (DS) methods. Experimental results

show that the proposed technique provides competitive performance with reduced computational complexity.

I. INTRODUCTION

Motion compensated video coding, which predicts current frame from previous frames, has been widely used to exploit the

temporal redundancy between consecutive frames. Motion estimation plays an important role in such an interframe predictive

video coding system. Among different types of motion estimation algorithms, the block matching technique has been adopted in

many compression standards, such as H.261 [1], MPEG-1 [2], MPEG-2 [3], and MPEG-4 [4]. In block matching, video data

(frames or VOPs) are divided into blocks and one motion vector (MV) is associated with each block. For each block of the

current frame/VOP a MV is derived which points to the best matching block of the previous (reference) frame/VOP. Then the

best match block is used as the predictor for the current block.

The full search (FS) block matching algorithm is the simplest but the most compute intensive solution as it provides the optimal

solution by matching all the possible displaced blocks within a given search range in the reference frame/VOP. In order to speed

up MV derivation many fast block matching motion estimation (BMME) algorithms have been proposed such as three search

step (3SS) [5], one at a time search (OTS) [6], four step search (4SS) [7], new three step search [8], and diamond search [9].

The objective of these fast BMME algorithms is to find the MV that minimizes the image error by reducing the number of

checking points within the search window. Of these, 3SS and OTS algorithms are known to have the tendency to be trapped into

a local minimum, thereby degrading performance. Based on the analysis of the above mentioned fast BMMEs and a study of MV

distribution of real-world test video sequences a new hexagonal search (HS) algorithm is proposed in this paper. In the next

section, we introduce the design motivation of the proposed algorithm. The algorithm description and simulation results are

presented in Sections III and IV respectively. Finally, we give conclusions in Section V.

II. DESIGN MOTIVATION

                                                          
1 anastasi@dcs.qmw.ac.uk
2 paker@dcs.qmw.ac.uk
 

Anastasios HAMOSFAKIDIS1 and Yakup PAKER2

Dept of Computer Science, Queen Mary College, University of London, Mile End Road, E1-4NS, UK

A Novel Hexagonal Search Algorithm for Fast
Block Matching Motion Estimation



Experimental results [7][9] have shown that the block motion field of real world video sequences is usually smooth, and varies

slowly. That leads to a center-biased global minimum MV distribution instead of a uniform distribution. This can be observed

from the MV distribution based on the FS algorithm for the first 100 frames of two test video sequences: the well-known

“News”, and the “Rallycross”. The object-based MPEG-4 video standard segments the frames of video sequences into video

objects (VOs). We have studied the MV distribution of News 0, News 1 VOs, and Rallycross. For the News 0 (background

object) sequence, nearly all the blocks (97.55%) can be considered stationary, Figure 1a. For the News 1 (dancer) sequence of

faster motion and camera zooming, the MV distribution is still highly center-biased: 48.31% found at the center of the search

area, and 80% of them are enclosed in a central 5x5 area, Figure 1b. For the non segmented fast motion sequence “Rallycross”

52.76 % of its MVs are enclosed in a central 5x5 area and 61.16% are located in a central search 9x9 area, Figure 1c.

                     (a) (b) (c)

Figure 1: Motion vector distribution for (a) "News 0",  (b) "News 1", and (c) Rallycross sequences.

Since the distribution of the global minimum point in real world video is centered at zero, fast BMME algorithms have been

developed using center-biased checking point patterns. Analytically, the NTSS employs a center-biased checking point pattern

combined with a halfway-stop technique, and achieves better performance than TSS. Using a moderate search pattern with fixed

size of 5*5 the 4SS obtains a performance that is similar to NTSS. DS employs two diamond search patterns size of 9x9 and 3x3

respectively, which do not cover edge points of the search area. It becomes clear that the shape and the size of the above

mentioned search patterns jointly determine not only the image quality (error performance) but also the computational

complexity of fast BMMEs.

Based on the observation that global minimum distribution is centralized in real world sequences, the search points positions

included to a zero-centered search 5x5 area are the most appropriate ones to be chosen to compose the search pattern. This

choice is quite crucial in terms of algorithm’s complexity and performance.  This is the motivation behind the new hexagonal

search (HS) algorithm proposed in here.

III. THE HEXAGONAL SEARCH ALGORITHM (HS)

Since motion vectors are not evenly distributed in the search area in fact most of them are located inside a centre-biased window

of size 9x9, the HS patterns are designed to take into account the following:

(i) reduced computational complexity: the point where the minimum block distortion (MBD) occurs should be tracked

using a small number of checking points, which cover a significant portion of the centre-biased search window, and
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(ii) search patterns shape: when the MBD point is located, the search pattern has to be shaped in such a way that allows a

refined search which covers all searching points around the MBD point in order to derive the MBD point  for the best

matching block.

As shown in figure 2, the HS algorithm utilises a centre-biased search pattern of seven checking points, out of which six points

surround the centre one to compose a hexagon (Step 1). The hexagon points are checked and the centre of the hexagonal search

window is then shifted to the point with minimum block distortion. The search pattern and its size, for the next two steps of the

HS, depend on the location of the MBD points. If the MBD point is found at the center of the hexagonal pattern, the search

proceeds to the final step (Step 3), with a smaller search pattern for a refinement search. Otherwise, the hexagonal search pattern

is applied repeatedly until the MBD point is found at the center of the hexagon (Step 2). When the final step (Step 3) is reached,

the search pattern is changed from hexagonal to a star, figure 2 (b) with a variable number of search points, best case 4 and worst

case 6. For edge points of the search area the hexagonal search pattern (step 2) is modified, figure 3. The HS algorithm is

summarised as follows:

Step 1: The initial hexagonal pattern is centered at the origin of the search window and the seven checking points ( �� ��� ���

hexagon are tested, figure 2 (a). If the MBD point is found at the center position then go to Step 3, otherwise go to Step 2.

Step 2: The MBD point found in the previous search step is re-positioned as the center point to form a new hexagon. If the new

MBD point obtained is located at the centre position, go to Step 3; otherwise, recursively repeat Step 2. The hexagonal pattern is

modified on the borders of the search area in order to cover the edge points. Figure 3 (a) presents all the possible shapes of the

hexagonal pattern when it reaches the left/right or the up/down borders of the search area. More precisely, there are two different

scenarios when the pattern reaches the top or down borders. The first scenario is the centre point of the pattern, when it is shifted

towards the up or down borders, to be on the border. In this case the new hexagonal pattern employs 4 checking points. The other

scenario is when the checking points of the shifted hexagonal pattern are out of the borders of the search area, in this case the

shifted pattern has 6 checking points. Similarly there are two cases when the shifted hexagonal pattern reaches the right or left

borders of the search area. One case is when the centre of the shifted pattern is on the border of the search area, and the other

case is where checking points of the shifted pattern lie outside the borders. In both cases the modified pattern has 5 checking

points.

Step 3: Switch the search pattern from hexagon to star ( ����	
���� (a).

There are two different star patterns that are employed for different locations of the MBD point in the search area

• The MBD point is not an edge point. The initial star pattern, figure 2 (a) is centered to the MBD point of the hexagonal

pattern and its four checking points are tested. If the new MBD point calculated for the star pattern is located at the centre

then this point is the final solution for the motion vector and the search stops. Otherwise, if the new MBD point is one of the

other points of the initial star then its neighbouring points, excluding the central star point, are checked figure 2 (b). The new

derived MBD point is the final solution of the MV since it generates the smallest MBD in the pattern.

• The MBD point is an edge point. The initial star pattern, adjusted to three checking points, is centered on the MBD of the

hexagonal pattern, and its three checking points are tested, figure 3 (b). If the MBD point is at the centre of the modified star

the search stops, otherwise the neighbouring points of the MBD, excluding the central point, are examined. The new derived

MBD point is the final solution of the motion vector that points to the best matching block.



(a) (b)

Figure 2:  (a) Hexagon and initial star patterns, neighbouring points of the initial star are shown by grey colour, (b)
Expanded star pattern for no edge points.

(a)             (b)

Figure 3:  (a) all possible shapes of the hexagonal pattern when it reaches the left/right or the up/down limits of the search
area, and (b) possible star shapes (initial and expanded) for a down/up or right edge MBD points.

Note that the checking points of the hexagon search pattern are partially overlapping when Step 2 is repeated. Only three

checking points need to be calculated in the new pattern. In addition, at Step 3 when the search pattern changes from hexagon to

star, three, four, or six points of the star need to be calculated, depended on star’s MBD point location.. Figure 4 presents an

example of how the HS derives a motion vector from the borders of the search area, MV (-7,7).

Figure 4: HS search path for MV (-7,7)
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IV. SIMULATIONS

In our simulations, the BDM is defined to be the sum of absolute difference (SAD). For a given displacement ),( yx , SAD is

defined as ∑ ∑
−+

=

−+

=

≠++−= −

1 1

)0*(|),(),(|),( 1

Nx

xm

Ny

yn

kkk alphaynxmInmIyxSAD [10][11], Ik(x,y) is the pixel intensity (luminance or

Y component) at location (x,y) in the k-th frame/VOP, and alphak  refers to the current VOP at time instance k and contains the

information which of the pixels form an object (alphak >0) and which are outside the object (alphak =0). The block size is fixed

at NxN with N=16, and the maximum motion in row and column is assumed to be ±7. The first 100 frames of “News”, and

“Rallycross” video sequence are used. Analytically two fixed size VOs of the News sequence, News 0 (slow motion), and News1

(faster motion and zooming), and the “Rallycross” fast motion video sequence. We use the peak signal to noise ratio (PSNR) as

the measure of performance. The PSNR is an image quality metric where larger values of it translated to better

quality,
MSE

PSNR
255log20 10

=  (MSE is the mean squared error). The required average number of search points for each block is

used as the measure of computational complexity. Each video sequence is processed by five algorithms: full search (FS),

diamond search (DS), four step search (4SS), new three-step search (NTSS), and the proposed hexagon search (HS). The degree

of computational complexity of each algorithm with respect to full search algorithm is calculated.  The simulation results are

shown in Table I.

TABLE I
AVERAGE SEARCH POINTS PER MOTION VECTOR ESTIMATION AND PSNR FOR THE FIRST 100 FRAMES

Algorithms News 0 News 1 Rallycross
Av. SP
per MV

Complexity Average
PSNR

Av. SP
per MV

Complexity Average
PSNR

Av. SP
per MV

Complexity Average
PSNR

Average
Complexity

FS 225 100% 35.91 225 100% 32.04 225 100% 34.15 100%
4SS 17.03 7.57% 35.89 18.37 8.16% 32.01 20.67 9.18% 34.13 8.30%

NTSS 17.05 7.58% 35.89 18.96 8.42% 32.00 21.01 9.34% 34.12 8.45%
DS 13.05 6% 35.9 15.25 6.77% 32.00 17.99 7.99% 34.14 6.92%
HS 11.06 4.91% 35.9 12.67 5.63% 32.02 14.44 6.41% 34.14 5.65%

                        

The simulation shows that HS performs better than DS, 4SS and NTSS. An interesting observation is that for sequences of large

MV distribution (Rallycross), HS outperforms all the others fast search algorithms. For instance for the Rallycross video trailer

the HS computational complexity is 6.41% while DS, 4SS, NTSS complexities are 7.99%, 9.18%, and 9.34% respectively with

similar performance to FS in terms of PSNR, Table I.

V. CONCLUSIONS

In this paper, the HS algorithm is proposed to perform block motion estimation in video coding. Based on the observations that

global minimum distribution is centralized in real world video sequences and shape and size of search patterns determine not

only the performance but also computational complexity of fast BMMEs, the HS employs a center-biased hexagon search

pattern. The HS also employs the concept of variable size search patterns that allow it to cover all the search area in a small

number of steps. Experimental results show that the proposed HS outperforms DS, 4SS, and NTSS search algorithms for fast



motion video sequences, having always better average computational complexity (slow, medium, fast motion) with similar

performance to FS in terms of PSNR.
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ABSTRACT 

The IST SAMBITS (System for Advanced Multimedia 
Broadcast and IT Services) project is using Digital 
Video Broadcasting (DVB), MPEG-4 and MPEG-7 in a 
studio production and multimedia terminal system to 
integrate broadcast data and Internet data. This involves 
using data delivery over multiple paths and the use of a 
back channel for interaction. MPEG-7 is being used to 
identify programme content and to construct queries to 
allow users to identify and retrieve interesting related 
content. Searching for content is being carried out using 
the HySpirit search engine. 

1 INTRODUCTION 

SAMBITS is a European Union IST project 
investigating ways in which broadcasting and the 
internet can work together. The project is working on 
studio systems for producing content that allow a 
broadcaster to link broadcasting and the internet and 
also working on terminals capable of displaying this 
content in a way that is accessible to ordinary users [1]. 

Normal MPEG-2 broadcast content is sent by 
standard DVB techniques, but this is linked to extra 
content that consists of MPEG-4 audio-video sequences 
and HTML pages. MPEG-2 and MPEG-4 multimedia 
information has MPEG-7 [2] metadata added at the 
studio which describes certain features of the content. 
The extra MPEG-4 and HTML content may be sent 
over the MPEG-2 transport stream in private sections or 
it may be sent over the internet. 

The terminal is based on the Multimedia Home 
Platform (MHP) reference software running on a set-top 
box. MHP currently only supports MPEG-2, so the 
project is adding software to support MPEG-4 and 
MEPG-7, storage of multimedia content and searching 
of multimedia content. It is intended that the user will 
be able to access this content with a system that is very 
similar to a standard set-top box and television with a 
remote control. 

The SAMBITS project has twelve partners and one 
of the main contributions of Queen Mary is in the 
terminal: the MPEG-7 descriptors, information retrieval 
and user interface. There will be a demonstration of the 
project at IBC2001 in Amsterdam. 

 

2 BACKGROUND 

Figure 1 The SAMBITS system 

The complete system that is being developed is shown 
in Figure 1. The studio system involves the 
development of various authoring and visualization 
tools. Standard equipment is being used for the 
broadcast and internet servers and the terminal 
development is based on the Siemens ACTIVY set-top 
box. 

Some of the functions that will be available in the 
terminal are: 
• Instant access to additional content, which may be 

provided via DVB or via the Internet. 
• Access to information about the current 

programme. 
• Searching for additional information either using 

metadata from the current programme or using a 
stored user profile. 

The whole system provides a platform for 
investigating how MPEG-7 descriptors can be used at 
the consumer end in a broadcasting environment. The 
first problem was to choose a suitable set of descriptors. 
The descriptors that will be useful to a user will be high-
level descriptions of the content. The studio will also 
include lower-level descriptors such as the percentage 
of different colours in a scene or camera information, 
but these would not be useful at the terminal. 

User interaction is limited to remote control buttons, 
rather than a keyboard as many television users do not 
feel comfortable having to use a keyboard and 
keyboards are bulky and relatively expensive. This 
produces some challenges for the user interface design, 
particularly in the construction of queries. 

The user will have the option whether or not to 
display the MPEG-7 data that is associated with the 
current programme via an “Info” button on the remote 
control. Searches are constructed based on the MPEG-7 
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metadata available for the current programme.  The 
retrieval engine uses HySpirit (www.hyspirit.de) a 
retrieval framework based on probabilistic relational 
algebra [3]. 

3 THE USER INTERFACE 

The overall architecture of the MPEG-7 user interface is 
shown in Figure 2. 
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Figure 2 Display of Information in the terminal 

The MPEG-7 user interface uses an integrated 
browser based on the Mozilla HTML browser. The 
MPEG-7 information is transformed from XML to 
HTML using style sheets, and the HTML is then 
rendered by the embedded browser. 

Additional controls for the MPEG-7 engine, such as 
searching for related material, are also placed in the 
generated HTML pages. 

4 CONTENT DESCRIPTION 

Many of the descriptors that appear in the MPEG-7 
standard are of little interest to the end consumer of 
multimedia content, but provide useful information for 
content providers or are provided for control of 
ownership and access rights. An overview of the 
MPEG-7 descriptors that will be exploited at the 
terminal is shown in Table 1. The descriptors that are 
directly useful to the user consist of a textual and a 
structured description of the nature of the segment, 
creation information and classification information, so 
these are the ones that will be displayed on the terminal.  

The definition of descriptors within the MPEG-7 
standard is still ongoing, but these descriptors are in the 
set that is currently the candidate for adoption in the 
standard. This list may also be updated to adapt to any 
change arising in the SAMBIT scenarios (see Section 
7). 

Figure 3 shows the general MPEG-7 part of the 
terminal. MPEG-7 data can be transported over the 
broadcast channel either as text or as a binary 
representation. The binary representation is still being 
developed within the standardisation process. If a binary 
form is used, it must first be decoded to the text 
description, which is an XML structure.  An XSLT 
processor is then used, together with a style sheet, to 

produce a HTML version of the description. The HTML 
is sent to a local web server on the terminal. If the user 
requests the MPEG-7 data about the current programme, 
the HTML browser on the terminal is used to send a 
request to this local web server. 

 
 

D- / DS-Name Contained D-/DS-s 
MediaInformation  
MediaTime MediaRelTimePoint, 

MediaDuration 
FreeTextAnnotation  
StructuredAnnotation 
 

Who, Where, What 

Creation  Title, Abstract, Creator, 
CreationCoordinates 

Classification Country, Language, 
Genre, Subject 

RelatedMaterial MediaType, MediaLocator 
SegmentDecomposition  DecompositionType(temp

oral, spatial), Segment 
UserPreferences User Identifier, Browsing 

Preferences,FilteringAndS
earchPreferences 

 

Table 1 Descriptors 

The way in which the content data is displayed is 
shown in Figure 4. The bottom strip on the screen 
shows the control buttons that have different uses 
depending on the mode of the terminal. In the MPEG-7 
information display mode the round circle button allows 
the data display to be turned on or off. 

5 SEARCHING 
Queries are constructed from MPEG-7 data for the 

current programme. An example of query construction 
is shown in Figure 5 Constructing a query 

The user has asked for further information and has 
been presented with the information that is immediately 
available. He or she can select which of these items he 
or she wants to select with the up/down buttons on the 
remote control. Users are also presented with an option 
to extend the search. The search could then be extended 
either to the Internet server of the broadcaster or to the 
whole of the internet. 

The query is formulated as an XML query and sent to 
the HySpirit search engine (www.hysirit.de). This is a 
retrieval framework based on a probabilistic extension 
of well-known database data models such as the 
relational model, the deductive model, and the object-
oriented model for information retrieval purposes.  
HySpirit allows the capturing of content (e.g. terms), 
facts (e.g. authors) and structure (e.g. XML) in 
retrieving information from semi-structured and 
heterogeneous data sources.  

 



Figure 3 MPEG-7 processing and searching 

 

 

Figure 4 Display of MPEG-7 data 
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Figure 3 shows the system for processing a query. 
The query is formed in the HTML browser and sent to 
the local web server. The query is then sent to the search 
engine as a XML query.  An indexing module in the 
search engine converts the XML query to a Probabilistic 
Relational Algebra (PRA) query that is suitable for 
submission to HySpirit and HySpirit returns PRA 
results that are converted to XML. These are then 
processed with an XSLT style sheet to give the results 
in a rank order as HTML to send to the browser.  Figure 
6 shows the results of the search with the ranking as a 
percentage.  We may present this ranking information is 
some alternative graphical form. A filter module for the 
system is not shown in Figure 3, but this will be 
included so that the results presented are based on a user 
profile (see below). 

6 USER PREFERENCES 

Users will be able to store a profile of their preferences 
and both the metadata about the current programme and 
the search results will be filtered according to this 
profile before display. Some preferences will relate to 
the type of data to be displayed, e.g. a user could select 

that he was not interested in place information or that he 
only wanted to see the two best match results from a 
search. Other options could be added about the interests 
of the user.  A possible development would be to 
monitor user searches and requests to automatically 
build a user profile to filter results. 

7 PROJECT DEMONSTRATION 

The whole studio and terminal system being developed 
in SAMBITS will be demonstrated at IBC2001 in 
Amsterdam. At least two scenarios will be used in the 
demonstration, with the most complex scenario being 
based on the Eurovision song contest. This will allow 
metadata on singer, song title, country etc. to be 
provided and searches to be carried out to find more 
information about the singer, songs from previous years, 
information about the singer country of origin etc. and 
extra views of the contest, such as a backstage camera 
view.  Some of this material will be available as MPEG-
4 multimedia content via the object carousel and some 
will be the type of information that would normally be 
available from the internet. 
 

 

Figure 5 Constructing a query 
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Figure 6 Display of search results 

 

8 CONCLSUION 

The SAMBITS project is developing a system for 
displaying MPEG-7 metadata associated with broadcast 
programme content and with related content that can be 
distributed via MPEG-2 transport streams or via the 
internet. The system also allows the construction of 
queries from this metadata using the set-top box remote 
control. The queries are submitted to the HySpirit 
search engine and the results are returned in rank order. 
Results are filtered according to user preferences.  The 
system being developed should form an excellent 
platform for evaluating user reaction to these functions 
for integrating the internet with television. 
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ABSTRACT

In this paper we describe a structured approach for the
development of user interfaces for the F��schl�ar video
browsing system, a web-based system for recording,
browsing and playback of TV programmes. The user
interface to the system was originally designed for desk-
top use with a large screen and a mouse and we are
currently developing versions suitable for mobile device
(PDA) access to the system. We review a design frame-
work for video browsing interface formats and some of
the formats developed for desktop and PDA use, includ-
ing interfaces for the Psion Revo and Compaq iPAQ
PDAs. This work is driven by the need to investigate
how best to include the user in the content speci�cation
and retrieval loop and how to �nd the various balance
points between user interaction and system automation.

1 INTRODUCTION

The user interface is key to the acceptance of a media-
related product in the marketplace. All the technology
components can be in place and well integrated, but
their e�ectiveness for an individual user will be unre-
alised if the user interface is unsuitable. For this reason,
in the development and implementation of the F��schl�ar
video browsing system, a web-based digital video re-
trieval system for TV programmes, we put substantial
e�ort into a structured approach for the development
of user interfaces. We have also rolled the system out
to campus-resident users in order to get a broad spec-
trum of usage feedback. The user interface to the sys-
tem was originally designed for desktop use with a large
screen and a mouse. However, we are currently devel-
oping versions suitable for mobile device (PDA) access
to the system to record and browse video content.
F��schl�ar is a web-based community-access digital

video system with over 600 users within the campus
environment in Dublin City University. The system
allows the user to record broadcast TV programmes,
and facilitates browsing and playback of the recorded
programmes on a web browser. The user can easily
browse eight terrestrial TV channel schedules for today
and tomorrow, arranged in channel, genre, favourites

or personalised recommender form. By simply click-
ing on a programme, they can set the recording. The
system then encodes the programme in MPEG-1 for-
mat when the broadcast time comes. The encoded pro-
gramme is subsequently subjected to automatic cam-
era shot and scene boundary detection to extract rep-
resentative keyframes. These are the visual medium for
the user's interface with video retrieval functions. The
web-based interface allows the user to select one of the
several browsing methods we have developed to see the
keyframes. Clicking on any of the keyframes will pop
up a new window which starts streamed playback of the
video from the clicked keyframe onwards. The video
database system is capable of delivering about 150 in-
dependent video streams.

The F��schl�ar system is a testbed for our technology
development, wherein any implemented techniques such
as various shot/scene boundary detection algorithms [1],
integration with a programme recommender system [2],
mobile application for video browsing and playback [3],
and various user interface ideas [4] are easily plugged in
to the system and the outcomes visibly demonstrated
to our current user base. Users of the system are an
important element of our work, as they provide new
ideas from their own, real, usage context. The F��schl�ar
system is further described in O'Connor et al [5] and
in [6].

In recognition of the diversity of users' preferences and
task contexts, we have developed a design framework
for video browsing interfaces that allows us to come up
with many di�erent formats of browsing interface. Using
this framework we have implemented 8 di�erent browser
formats suitable for a desktop environment. The user
chooses and uses these di�erent interface formats ac-
cording to their preferences, and according to their re-
trieval objectives, which vary from time to time | even
within a single user session | and vary from person to
person. As we are presently working on the use of mobile
devices to access the F��schl�ar system, porting the sys-
tems browsing/playback features to mobile devices has
become an important concern for us. In this paper we
review the application of the browsing interface design



framework to desktop applications and some of the for-
mats developed for desktop F��schl�ar use are described.
We then show how the framework can also be applied to
design suitable interfaces for handheld personal digital
assistant (PDA) type devices with their small, touch-
sensitive screen and mobile environment use. The resul-
tant PDA video browsing implementations have highly
interactive interfaces, but require relatively less visual
attention and focusing and can be comfortably used in
a mobile situation to browse the multimedia content.
Section 2 briey explains the rationale for developing

the design framework, and summarises the actual frame-
work for keyframe-based browsing interfaces. In section
3, we show how it can be used to design a speci�c large-
screen-and-mouse desktop browser. In section 4 we ap-
ply general interface design concerns for mobile devices
to the design framework and demonstrate two example
designs suitable for a PDA using the Psion Revo and the
Compaq iPAQ. These, nevertheless, are primarily case
studies. The design priority is to investigate how best
to include the user in the content speci�cation and re-
trieval loop, and how to �nd the various balance points
between user interaction and system automation. Sec-
tion 5 concludes with some future directions in video
browsing interface design.

2 DESIGN FRAMEWORK FOR VIDEO

BROWSING INTERFACES

One of the main problems in designing a user interface
for a novel system such as a digital video browser is
the lack of prior experience with any directly compa-
rable type of human-computer interaction. Another is
the fact that a single \optimised" interface cannot sat-
isfy everybody, because people come to the system with
di�erent aptitudes, attitudes, preferences and task con-
texts. Furthermore, the current trend in technology is
toward a diversi�cation of devices using a single under-
lying system and sharing the same data, such as email
software accessed from an oÆce desktop PC, a PDA or
a mobile phone. This results in the need to design dif-
ferent (though related) user interfaces for di�erent de-
vices that are suitable for di�erent users and di�erent
contexts. To address these problems, there have been
e�orts to streamline and turn the fuzzy, unpredictable
and ill-de�ned interface design approach into a more
structured and formalised process, exempli�ed by \de-
sign space analysis" [7] and further adapted in various
forms such as Stary [8]. In this approach, roughly the
following steps are followed:

� analyse and identify important elements and alter-
natives in designing an interface, resulting in an ex-
haustive sets of possible design options, or design
space,

� consider the particular environment where the in-
terface in concern is to be used, and

� select a suitable set of options from the design
space.

In this way, designing the functionality of an interface
becomes less of an intuitive, artistic task and more of a
concrete and simple decision-making process where the
designer can come up with many di�erent interfaces by
selecting di�erent combinations of options suitable for
the target usage. A crucial part in this approach is
the initial construction of the design space and the se-
lection of the right set of options for the target usage.
In designing video keyframe browsing interfaces for the
F��schl�ar system, we identify three important design di-
mensions (layeredness, temporal orientation and spatial
vs. temporal presentation) and several possible options
or values for each dimension. The detail of the rationale
leading to the selection of these particular dimensions
and the selection of suitable values along each dimen-
sion are discussed in more detail in [9] and [10].

2.1 Layeredness

Keyframes extracted from a video programme are a use-
ful way of providing an overview of the programme con-
tent, but the number of keyframes presented crucially
a�ects the user's browsing. A large number of keyframes
allows detailed browsing, but is unsuitable for quick
browsing. The layeredness dimension is concerned with
the di�erent possible levels of detail or granularity of the
keyframe set and the transition between di�erent levels
of granularity. Some of the typical options for this di-
mension are:

Single layer Provides only a single set of keyframes,
whether very detailed or selective;

Multiple layer without navigational link

Provides more than one set of keyframes in a
browser, thus the user can select the granularity
s/he wants in the browsing;

Multiple layer with navigational link Provides
more than one set of keyframes, and the user can
jump between di�erent sets of keyframes while
maintaining the current point of browsing.

2.2 Temporal Orientation

The keyframes extracted from video are an ordered set
of images in time. Thus an important concern is what
kind of time information, if any, should be provided to
the user when browsing the keyframe set. Some of the
typical options for this dimension are:

No time information Provides no explicit time infor-
mation regarding each keyframe;

Absolute time Provides exact time information in nu-
meric form (for example, time-stamping a keyframe
with \15 minutes 30 seconds into the video");
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Figure 1: Diagram of a 3-D design space where each axis
represents one of the design dimensions. The positions
in this space of the SWIM hierarchical browser [11],
DVB-VCR [12] and AT&TV [13] are shown.

Relative time Shows the time of the current browsing
point in relation to the whole length of the video
(for example, a timeline bar indicating the current
viewing point).

2.3 Spatial vs. Temporal Presentation

There are two distinctive ways of presenting keyframes
on the screen and the designer has to decide which one
should be adopted for the interface in question:

Spatial presentation This displays many minia-
turised keyframes side by side, allowing quick spa-
tial browsing;

Temporal presentation This displays keyframes one
by one in the manner of a slideshow.

Actually the two modes are not mutually exclusive and
we have in some cases combined both modes in a single
interface format. However, the di�erent characteristics
of the two modes become important in particular appli-
cations, so it is important to distinguish them.

3 SPECIFYING A DESKTOP BROWSING

INTERFACE

The three dimensions and their typical options described
above form a design space where the designer selects
one (or more than one) option from each dimension.
Because each design option represents a distinctive de-
sign decision in a dimension, di�erent combinations of
options result in distinctive browsing interfaces. This
makes it possible to design all conceivable browsing in-
terfaces within the constraints of the spatial dimensions.

The 3-dimensional space where each axis represents
one of the dimensions described above is shown in Fig-
ure 1. In this space we can locate positions of sev-
eral existing video browsing interfaces, for example, the
SWIM hierarchical browser [11], DVB-VCR [12] and
AT&TV [13]. These interfaces are then seen as choices
within a systematic set of alternatives. By locating a se-
lection of particular points in the space, it is possible to
propose several further well-speci�ed browsing interfaces
that can then be evaluated against the design criteria for
a particular target usage application or task.

An example of such an interface is the Timeline Bar
Browser show in Figure 4. This involves presenting a
�xed number of keyframes (24 shown) on one screen.
Then as the user moves the mouse cursor over the time-
line bar at the top, the screen of keyframes ips through
to the next set of (24) keyframes. The timeline bar pro-
vides proper time orientation, as bar increments are pro-
portional to the time covered by the set of 24 keyframes.
Also, the \ToolTip" shows the exact time of the current
screen. User feedback showed the initial implementation
of this interface to be very easy to use, but suggested
that it could be improved by having a \sticky" mouse
pointer so that it is possible to concentrate on keyframes
while moving the mouse over the timeline bar.

A selection of eight di�erent interfaces implemented
on the basis of this \space-�lling" approach is illustrated
by the icons in Figure 5. More details of the design
criteria that each of these ful�ls can be found in [9]
and [10]. The F��schl�ar system for the campus-based
\public" is currently running with a selection of �ve dis-
tinctive keyframe browsing interfaces. This reduced set
is to avoid information overload of the users and to focus
our user evaluations on a smaller of variables.

4 SPECIFYING A PDA BROWSING INTER-

FACE

In designing the browsing interfaces to the F��schl�ar sys-
tem on a PDA, general guidelines and common sense
can be used in this selection process. For example, on
a small, low-resolution screen extensive spatial presen-
tation is not suitable because each keyframe would be
unrecognisably small.

However, apart from the physical limitations of PDA
devices, the mobile PDA user environment is very dif-
ferent from that of the large-screen-and-mouse desktop.
Well-established desktop GUIs are designed to keep the
user looking at the screen with proprioceptive awareness
of the mouse and/or �ne hand-eye cursor control [14].
In the mobile environment (in a bus, on the street, on
the metro) the user may be unable to keep focused on
the screen, small visual details can easily be overlooked
and only one hand may be available some of the time.

In our work to date we have designed PDA interfaces
for the Psion Revo and Compaq iPAQ. The Revo has a
480�160-pixel landscape touch-sensitive screen with 16



shades of grey. Figure 6 shows one of our designed inter-
faces. The list of available TV video content is displayed
on the right side of the screen, with a scroll bar for right
thumb manipulation, while holding the device with the
same hand. Below the keyframe from the selected pro-
gramme displayed on the left side of the screen there are
two buttons (previous/next) for the user to ip through
keyframes one-by-one, using the left thumb while also
holding the device with the left hand. A timeline bar
beside the buttons shows the current point of brows-
ing in relation to the whole programme. Automatically
ipping through keyframes (true temporal presentation)
would be possible, but it would force the user to keep
concentrating on the screen. Requiring a high degree of
interaction (repeated tapping on the previous and next
buttons) should be okay with only two interaction ob-
jects (buttons) where these are always under the user's
thumb. Note that it is possible interact with the de-
vice using only one hand at either stage of interaction.
When both hands are available, the user can use the
right thumb for scrolling and selecting a TV programme
and the left thumb for ipping through the selected pro-
grammes keyframe content.
Another interface for the Revo is shown in Figure

7 below. This interface is designed for browsing the
keyframes of a single programme, with multiple layers of
keyframes available. With the two buttons on the right
side (up/down buttons), the user can jump between 6
di�erent layers, while the layer indicator beside the but-
tons shows the currently selected layer. The top layer
has ten selected keyframes providing an overview of the
whole programme; the bottom layer has the full camera
shot-level set of keyframes (usually 300-700 keyframes);
With the two buttons on the left side (previous/next
buttons), the user can ip through the keyframes in
the currently selected layer. The current temporal posi-
tion in the programme is indicated with the timeline bar
above the buttons. The layers have navigational links
between them, meaning that when the user jumps up
or down a layer, the current point of browsing is main-
tained. This browser is meant to be used with both
hands holding the device and continuously tapping but-
tons in a highly interactive manner as if playing a pocket
video game console.
Examples of the same sort of design approach applied

to the Compaq iPAQ with its more detailed screen and
4,096 colours are shown in Figures 2 and 3. The dif-
ferent screen format dictates a di�erent layout, but all
the features met with the Revo are present: a small
number of simple-to-use buttons, single or two-handed
use, scroll-bars and level indicators, textual presentation
used where necessary, but sparingly, and a clear visual
presentation.
In the PDA interface designs, the user has full control

over the displayed information on the screen with the
widgets being very obvious and always in easy reach.
This style makes it acceptable and natural for the user

to casually take attention away from the screen and a
few seconds later focus back on the screen. The inter-
faces were designed in such a way that the user need not
pay careful visual attention or point at a small area in
the middle of the screen, unlike the majority of desk-
top application interfaces. The Revo optionally pro-
vides \tick" sound as aural feedback whenever a screen
is touched. However, mapping the \virtual buttons" on
the above interfaces to physical buttons on the device
would enhance the tactile feedback for the user.

5 CONCLUSION

In this paper, designing keyframe browsing interfaces
for video in a desktop environment and a PDA environ-
ment is considered, with a specially constructed design
framework as a base. The commercial and research com-
munity are more and more aware of the importance of
recognising people's individual di�erences and personal
preferences. In the user interface design �eld, attempts
to cater for the diversity makes it diÆcult to have a
single user interface for a system which supports every-
body's needs. Furthermore, the diversi�cation of dif-
ferent devices for very di�erent environments makes it
impossible to stick to a single interface to support these
di�erent environments. Identifying all possible inter-
face elements and specifying an interface from this list
can be a good starting step for heading toward realis-
ing universal access which supports potentially all users
and their circumstances. This is the �rst step toward de-
signs which automatically identify each individual user's
preferences and needs at the time of use, and assemble
suitable interface elements to provide this to the user
dynamically.
Mere technological progress does not guarantee a wide

acceptance of usage of that technology in the end prod-
uct. Numerous failures in usability are found in small,
handheld devices because the same interface paradigm
for the so-far dominant desktop systems were used with-
out further elaborate consideration. It is thus important
to consider in depth the context of the use of the par-
ticular interface in concern.
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Figure 2: An example browsing interface on a Compaq
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Figure 4: A Timeline Bar Browser screen shot with a playing video window superimposed.

Figure 5: The icons a F��schl�ar user can use to alter the video browsing format.

Figure 6: An example browsing interface on a Psion Revo.

Figure 7: An example browsing interface on a Psion Revo.
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ABSTRACT 
Color histograms, because of their efficiency and insensitivity to 
small changes, are widely used for content based image 
retrieval. But the main disadvantage of color histograms is that 
many images of different appearances can have similar 
histograms because color histograms provide coarse 
characterization of an image. In this paper, the technique defined 
is based on Histogram Refinement [1] and we call it Color 
Refinement. Color refinement splits the pixels in a given bucket 
into several classes just like histogram refinement method. The 
classes are all related to color and are based on color coherence 
vector. 

 

1. INTRODUCTION 
There are many techniques available for image retrieval. 
Roughly they can be classified into three categories, i.e., text-
based retrieval, content-based retrieval and semantic-based 
retrieval. Each of the retrieval categories has their own strengths 
and weaknesses. This paper deals with the content-based 
retrieval. 
 
There are queries that require the comparing of the images on 
their overall appearance. In such cases, color histograms can be 
employed because they are very efficient regarding 
computations. Plus they offer insensitivity to small changes 
regarding camera position. But the main problem with color 
histograms is their coarse characterization of an image. That 
may itself result in same histograms for images with different 
appearances. Color histograms are employed in systems such as 
QBIC [2], Chabot [3] etc. 
 
In this paper, a modified scheme based on histogram refinement 
[1] method is presented. The histogram refinement method 
provides that the pixels within a given bucket be split into 
classes based upon some local property and these split 
histograms are then compared on bucket by bucket basis just 
like normal histogram matching but the pixels within a bucket 
with same local property are compared. So the results are better 
than the normal histogram matching. So not only the color 
feature of the image is used but also the spatial information is 
incorporated to refine the histogram. 
 
First partition in each bin is based on spatial coherence of pixels 
just like computed by Pass and Zabih [1]. A pixel is coherent if 
it is a part of some sizable similar colored region, otherwise it is 
incoherent. Then two more properties are calculated for each of 
the coherent and incoherent pixels in each bin. First the number 

of clusters are found for each case, i.e., coherent and incoherent 
case. Secondly, the average of each cluster is computed. 
 
The outline of this paper is as follows. Section two reviews the 
related work on image content retrieval based on color and spatial 
information. Section three describes the color refinement approach. 
Section four discusses the results obtained by testing the algorithm 
on a database of images provided in CD 6 and CD 8 of MPEG-7 
data. Section five contains the conclusions. Finally references are 
given. 

2. PREVIOUS WORKS 
Research is being conducted by many around the world to 
incorporate the spatial information in addition to color in color 
histograms. Many methods and algorithms have been proposed. 
 
Hsu [4] exploits the degree of overlap between regions of the same 
color. In their method, image is partitioned into rectangular regions 
after the selection of some representative colors from the image. 
Each of the rectangular regions has predominantly one color. The 
results of their experiments show that their method provides a 
better result than normal color histograms. They used a database of 
260 images. 
 
Smith & Chang’s method also partitions the image. However, they 
allow each region to contain multiple different colors instead of one 
predominant color like in Hsu method described above. Each pixel 
in their method may belong to several different regions. Histogram 
back-projection method [5] is used for back projecting set of colors 
onto the image. Finally, color sets with large connected 
components are identified. They used database of 3100 images for 
testing purposes. 
 
Rickman and Stonham [6] provides a method based on small 
equilateral triangles with fixed sides. They randomly sample pixels 
at the endpoints of the equilateral triangles. Hence, triplets result 
for each triangle. They compare the distribution of these triplets. 
They used a database of 100 images. 
 
Stricker and Dimai [7] finds the first three moments of the color 
distributions in an image. They use the HSV colorspace and they 
compute moments for each color channel. Their method is 
insensitive to small rotations and translations because they divide 
the image into partially overlapping regions. They used a database 
of about 11,000 images. 
 
Huang et al. [8] method is called Color Correlogram and it captures 
the spatial correlation between colors. It is based on finding the 
probability that a pixel with color i will be k pixels away from a 
pixel of color j. They used a database of 18,000 images. 
 



 

 

Pass and Zabih [1] method is Histogram Refinement. They 
partition histogram bins by the spatial coherence of pixels. They 
further refine it by using additional feature. The additional 
feature used is the center of the image. The center of the image 
is defined as the 75% centermost pixels. Their database consists 
of 14,554 images. 

3. COLOR REFINEMENT 
Color Refinement is proposed as a descriptor for MPEG-7. 
Color Refinement is based on histogram refinement [1] method. 
The histogram refinement method provides that the pixels within 
a given bucket be split into classes based upon some local 
property and these split histograms are then compared on bucket 
by bucket basis and the pixels within a bucket with same local 
property are compared. 
 
Pre-Processing: 
Three different methods can be used for preprocessing: 
a) Convert to HSV Space. Quantize so as to obtain 8:2:2 

(HSV) from 256:256:256 (RGB). Then obtain the 
histogram. 

b) Convert to HSV Space. Quantize so as to obtain 8:2:2 
(HSV) from 256:256:256 (RGB). Consider only the hue 
value. Then obtain the histogram. 

c) Convert to grayscale intensity image. Uniformly quantize 
into eight quantized values. Then obtain the histogram. 

Methods (b) and (c) are considered for preprocessing so as to 
reduce the feature vector size which is associated with the 
image. For a retrieval system to be successful, the feature vector 
f(I) should have certain desirable qualities: (i) |f(I)-f′(I)| should 
be large if and only if I and I′ are not similar, (ii) f(• ) should be 
fast to compute, and (iii) f(I) should be small in size. 
 
Color Refinement Method: 
Color histogram buckets are partitioned based on spatial 
coherence just like computed by Pass and Zabih [1]. A pixel is 
coherent if it is a part of some sizable similar colored region, 
otherwise it is incoherent. So the pixels are classified as 
coherent or incoherent within each color bucket. If a pixel is part 
of a large group of pixels of the same color which form at least 
one percent of the image then that pixel is a coherent pixel and 
that group is called the coherent group or cluster. Otherwise it is 
incoherent pixel and the group is incoherent group or cluster. 
 
Then two more properties are calculated for each of the coherent 
and incoherent pixels in each bin. First the number of clusters 
are found for each case, i.e., coherent and incoherent case in 
each of the bin. Secondly, the average of each cluster is 
computed. So for each bin, there are six values: one each for 
percentage of coherent pixels, percentage of incoherent pixels, 
number of coherent clusters, number of incoherent clusters, 
average of coherent cluster and average of incoherent cluster. 
 
These values are calculated by computing the connected 
components. A connected component C is a maximal set of 
pixels such that for any two pixels p,p′∈ C, there is a path in C 
between p and p′. Eight connected neighbors method is used for 
computing connected component. A pixel is classified as 
coherent if it is part of a connected component whose size is 
equal to or greater than τ (τ = 1% of the image size). Otherwise 
it is classified as incoherent. And the connected component is 

classified as coherent connected component if it equals or exceeds 
τ. Otherwise it is classified as incoherent connected component. 
 
Finally the average for coherent connected component is simply 
calculated since the number of coherent pixels and the number of 
coherent connected components are already known. Similarly, the 
average for incoherent connected component is also calculated 
from the number of incoherent pixels and the number of incoherent 
connected components. 
 
For each discretized color j, let the number of coherent pixels as αj, 
the number of coherent connected components as Cαj and the 
average of coherent connected component as µαj. Similarly, let the 
number of incoherent pixels as βj, the number of incoherent 
connected components as Cβj and the average of incoherent 
connected component as µβj. For each discretized color j, the total 
number of pixels are αj+βj and the color histogram summarizes the 
image as <α1+β1,…, αn+βn>. 
 
Post-Processing: 
We use the L1 distance to compare two images I and I′. Using the 
L1 distance, the jth bucket’s contribution to the distance between I 
and I′ is: 

∆1 =  (αj-α′ j) + (βj-β′j)   (1) 
∆2 =  (Cαj-C′αj) + (Cβj-C′βj)  (2) 
∆3 =  (µαj-µ′αj) + (µ βj-µ′βj)  (3) 

So we get a very finer distinction with this method. In original 
scheme [1], only equation (1) is used and in using only color 
histograms for comparison, the following equation is used: 

∆1 =  (αj+βj) - (α′ j+β′j)   (4) 
Also equations (1) to (3) provide for incorporating the scalability. 
And remove problems identified by Huang et al. [8] which cannot 
be removed by only using CCV (Color Coherent Vector) defined in 
[1]. 

4. EXPERIMENTAL RESULTS 
We implemented the color refinement and used it for image 
retrieval from a database of images provided in CD 6 and CD 8 of 
the MPEG-7 test material. We conducted the tests for methods (b) 
and (c) listed in the pre-processing stage. This was done to reduce 
the feature vector size. 
 
We obtained six values for each of the bucket in the histogram. The 
six values include percentage of coherent pixels (αj), percentage of 
incoherent pixels (βj), number of coherent clusters (Cαj), number of 
incoherent clusters (Cβj), average of coherent cluster (µαj) and 
average of incoherent cluster (µβj) for each jth bucket. We used 
total of eight buckets. So the total length of the feature vector 
associated with an image is 48 integer values. 
 
We compared the results with L1 distance. First, we used equation 
(1) for identifying the similarity between images. Then we used 
equation (2) to further refine the results and finally we used 
equation (3) to get the final result. 
 
Images in CD 6 and CD 8 are in PCD format. They were converted 
to JPEG format for simulations. Descriptor values for some of the 
still images from CD 6 and CD 8 are provided in Appendix 1 and 
Appendix 2. As can be seen from the appendices, the length of the 



 

 

feature vector can be further reduced in case if any of αj or/and 
βj is zero. 

5. CONCLUSION 
Usage of method (a), described in pre-processing, give better 
results. However, the length of the feature vector is increased 
from 48 integer values to 192 integer values. So, that method 
was not implemented. 

 
If color refinement is used as a descriptor for MPEG-7 than it takes 
care of the color as well as the spatial relation feature. And hence, it 
provides better results than the equivalent methods. 
 
However, computational complexity is increased. But since the 
speed of the retrieval program is not the criteria for evaluation so 
the computational complexity and its effect on the speed of the 
retrieval program will be considered in next stage. 

 
Appendix 1: Descriptor Values for Images from CD 6 

    Bin 1 
Image # αj βj Cαj Cβj µαj µβj 
Img0017 0 0 0 0 0 0 
Img0018 0 0 0 0 0 0 
Img0019 0 0 0 0 0 0 
Img0041 0 0 0 0 0 0 
Img0042 0 0 0 0 0 0 
Img0043 0 0 0 0 0 0 
Img0085 0 0 0 0 0 0 

   Bin 2 
Image # αj βj Cαj Cβj µαj µβj 
Img0017 98 2 1 11 8178 16 
Img0018 100 0 1 5 14503 1 
Img0019 99 1 1 5 14897 25 
Img0041 98 2 2 1 7596 233 
Img0042 100 0 1 23 11772 1 
Img0043 98 2 2 20 8136 17 
Img0085 98 2 1 8 2283 5 

   Bin 3 
Image # αj βj Cαj Cβj µαj µβj 
Img0017 0 100 0 19 0 8 
Img0018 0 100 0 18 0 7 
Img0019 0 100 0 8 0 11 
Img0041 0 100 0 2 0 7 
Img0042 0 100 0 4 0 6 
Img0043 0 100 0 7 0 9 
Img0085 0 100 0 14 0 16 

   Bin 4 
Image # αj βj Cαj Cβj µαj µβj 
Img0017 0 100 0 6 0 4 
Img0018 0 100 0 9 0 5 
Img0019 0 100 0 4 0 3 
Img0041 0 0 0 0 0 0 
Img0042 0 0 0 0 0 0 
Img0043 0 0 0 0 0 0 
Img0085 0 100 0 16 0 8 

Appendix 2: Descriptor Values for Images from CD 8 
   Bin 5 

Image # αj βj Cαj Cβj µαj µβj 
Img0001 0 0 0 0 0 0 
Img0002 0 0 0 0 0 0 
Img0020 0 100 0 26 0 14 
Img0061 0 100 0 18 0 4 
Img0062 0 100 0 19 0 6 



 

 

Bin 6 
Image # αj βj Cαj Cβj µαj µβj 
Img0001 0 0 0 0 0 0 
Img0002 0 0 0 0 0 0 
Img0020 0 100 0 17 0 28 
Img0061 89 11 2 22 1353 15 
Img0062 39 61 1 46 510 17 

   Bin 7 
Image # αj βj Cαj Cβj µαj µβj 
Img0001 89 11 4 15 804 26 
Img0002 85 15 3 16 1051 35 
Img0020 62 38 2 23 413 22 
Img0061 17 83 1 53 257 23 
Img0062 66 34 2 29 893 32 

   Bin 8 
Image # αj βj Cαj Cβj µαj µβj 
Img0001 99 1 3 2 3229 26 
Img0002 99 1 3 16 3580 7 
Img0020 87 13 3 37 1721 20 
Img0061 61 39 3 60 894 28 
Img0062 91 9 2 42 3529 17 
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