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ABSTRACT 

 
In the image databases, there is often a need to organize 
the images automatically by their content. For the 
content-based organization of the images, clustering 
operations can be applied. We present a new, efficient 
method for the clustering of large image databases. The 
method is based on hierarchical clustering of the image 
database using grid. In this paper, the grid-based 
clustering methods are applied to fast image database 
browsing and retrieval. Proposed clustering methods are 
tested using real image databases.  

 

1. INTRODUCTION 
 
During recent years, there has been a strong growth in the 
number and the size of image databases. Nowadays, large 
image databases typically consist of different types of 
photographic archives. Also the number of industrial 
image databases has grown remarkably due to a rapid 
increase of industrial imaging systems. Therefore, a 
growing research interest has been focused on the area of 
content-based search and retrieval of the image databases. 

Image database browsing and retrieval are two 
common applications of the image database search. 
Intensive research work has been done in the image 
retrieval, whereas browsing has received less attention. A 
problem with retrieval systems is the fact that they require 
an example image from the user to be used as a query 
image. Therefore, the user has to browse the database 
beforehand in order to find good example images for the 
query. This is a difficult and time-consuming task, 
especially in the case of large image databases (>10 000 
images). Hence, an effective method for image database 
browsing is essential to show the user the database 
content. From the user’s viewpoint, an effective browsing 
view is such that the representative images are presented 
in a hierarchical way. This means that the images can be 
browsed in different scales by moving from general view 

to more specific image groups in the database. Chen et al. 
[2], for example, have used agglomerative k-means 
clustering in image browsing. Another key problem with 
retrieval in large image databases is response time. 
Namely, for each query the whole database has to be 
searched to find the images that are most similar to the 
query image. When the database contains tens or 
hundreds of thousands of images, the response times 
increase remarkably. However, in a correctly organized 
database, the queries can be made only in the selected 
parts of the database, which makes the query responses 
faster.  

Grid-based clustering methods make it possible to 
form arbitrarily shaped, distance independent clusters. In 
these methods, the feature space is quantized into cells 
using a grid structure. The cells can be merged together to 
form clusters. Grid-based clustering was originally based 
on the idea of Warnekar and Krishna [10] to organize the 
feature space containing patterns. Schikuta [9] has used 
topological neighbor search algorithm to combine the 
grid cells to form clusters. Agrawal et al. [1] have 
presented a density-based clustering method using grid. 

In this paper, we present a grid-based clustering 
method that can be used in the content-based organization 
of image databases. The advantage of grid-based methods 
is fast processing time, which is dependent only on the 
number of the grid cells, not the number of database 
images. In the grid structure, arbitrarily shaped clusters 
can be formed by merging the cells together based on 
their density. In the image database browsing, the content 
of each cluster can be presented for the user using 
representative image(s) of the cluster. The hierarchical 
grid structure makes it possible to move up and down in 
the grid levels. This way the user can either zoom in, to 
select a specific image type of interest, or zoom out, to 
browse the variations in the image database contents. In 
image retrieval, increased efficiency can be achieved: In 
the clustered image database, only clusters of user’s 
interest can be selected to the retrieval operations. 
Therefore, the whole database is not needed to be 
searched at each query. 



 
Figure 1. An example of hierarchical grid structure in 

two-dimensional feature space. 

 
Figure 2. Density-based clustering of the datapoints in a 

two dimensional grid structure. 
 

2.  CLUSTERING METHOD 
 
Grid-based clustering methods have been used in some 
data mining tasks of very large databases [3]. In the grid-
based clustering, the feature space is divided into a finite 
number of rectangular cells, which form a grid. In this 
grid structure, all the clustering operations are performed. 
The grid can be formed in multiple resolutions by 
changing the size of the rectangular cells. Figure 1 
presents a simple example of a hierarchical grid structure 
in three levels that is applied to a two dimensional feature 
space. In the case of d-dimensional space, hyper 
rectangles (rectangular shaped cube [9]) of d-dimensions 
correspond to the cells. In the hierarchical grid structure, 
the cell size in the grid can be decreased in order to 
achieve a more precise cell structure. As in figure 1, the 
hierarchical structure can be divided into several levels of 
resolution. Each cell at the high level k is partitioned to 
form a number of cells at the next lower level k+1. The 
cells at the level k+1 are formed by splitting the cell at 
level k into smaller subcells. In the case of figure 1, each 
cell produces four subcells at next lower level.  

When the images are searched at the low level, the 
number of the cells is typically high, and similar images 
occur in several cells. Therefore, the cells containing 
similar images are needed to be merged together to form 
clusters. The cells at a selected level can be merged into 
clusters of similar images using density-based clustering 
procedure. In the density-based clustering, a cluster is 
defined to be a region that has a higher density of points 
than its surrounding region [1], [3]. Hence, the clusters 
are separated from each other by regions of low density.  

In the image databases, the feature vectors describing 
the image content are often high dimensional. In our 
approach, the high dimensional feature space is reduced 
into several low dimensional subspaces. This makes it 
possible to form density-based clusters in the grid 
structure. The idea of subspace clustering has been used 
in the work of Agrawal et al. [1]. In the subspace 
clustering, the subspaces are considered first separately. 
The final cluster structure is then formed by combining 
the clusters obtained in each subspace. 

In the subspace clustering, U subspaces are formed 
based on the original, d-dimensional feature space. These 
subspaces are partitioned using rectangular cells, in which 
density estimation is performed. Each dimension is 
partitioned into the same number of cells of equal size, 
which means that they have same volume. Therefore, the 
density in the cell can be approximated simply by finding 
the number of points that lie inside each cell [1]. 
Subclusters are formed in each subspace separately by 
finding the local minimums of the density function 
approximated for the cells. An example of this is 
presented figure 2a, in which the density functions of 
each dimension are plotted on the axes of two-
dimensional feature space. The local minimums define 
the borders between the groups of cells that form 
subclusters. Let Su denote a set of cells that is defined 
using a grid structure in subspace u. In subclustering, the 
grid is divided into n parts based on the local minimums 
of the density function. Hence Su consists of several sets 
of cells {Su1 , Su2 , …, Sun}, which are called subclusters. 
When the subclustering has been performed in each U 
subspaces, the resulting set of subclusters is S = {S1 , S2 , 
…, SU}, in which each set represents the subclusters of 
each subspace. Let S denote the total number of the 
subclusters in all sets. The final clusters are formed by 
combining these subclusters. Final clusters C are defined 
as an intersection of the subclusters of each subspace: 
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Hence, a cluster is defined as a connected set of cells, in 
which the density is high in all dimensions. The division 
of the feature space of figure 2a is presented in figure 2b. 
The benefit of this approach is that any distance 
measurement between the datapoints is not needed. Also 
the computational cost of this approach is low, which 
makes it suitable to fast retrieval of image database. 

 
3. APPLICATIONS AND EXPERIMENTS 
 

In this section, we present two applications for the grid-
based image database clustering. These applications are 
fast retrieval and browsing of large image databases. For 
testing, we use defect image databases that are collected 



from paper and metal manufacturing processes. The 
reason for the collection of the defect image databases in 
process industry is the practical need of controlling the 
quality and production [8]. However, these image 
databases can be utilized only if the process operators are 
capable of browsing and effectively searching the image 
databases. This is important if the images of a certain 
defect type are needed to be found from the database. 
Preliminary work in the defect image clustering was 
presented in [6], in which the clustering procedure was 
based on k-nearest neighbor classifier.  

In this paper, we have used three defect image 
databases. Labeled paper and metal image databases 
contained 1204 and 1943 gray level images, respectively. 
Images of both databases were labeled manually in 
advance based on the defect type that they represent. In 
addition to them, we used also an unlabeled paper defect 
image database of about 10 500 images. The images in all 
databases images were indexed using color and shape 
descriptors. The gray level content of the defect images 
was described using color structure (CS) and color layout 
(CLD) descriptors of MPEG-7 standard [7]. Mean gray 
level and gray level variance of the images were also used 
as additional features. The dimensionality of the gray 
level descriptors was decreased by re-quantizing image 
gray levels.  Experimental results [5] show that the defect 
image content can be generalized by decreasing the 
number of image gray levels, which yields to better 
classification results. The defect shape was described 
using five simple shape descriptors, convexity, 
compactness, principal axes ratio, circular variance and 
elliptic variance. These descriptors have proved to be 
effective in the classification of defect images [6]. 
Resulting feature space of gray level and shape 
descriptors was 15-dimensional.  
 
3.1. Browsing and retrieval 

 
The goal of image database browsing is to show the user 
a view of representative images of the database content. 
These images can be selected as the centroid images of 
each cell at a selected level of the hierarchical grid 
structure. In figure 3a browsing view of paper defects that 
is based on a grid-structure in the feature space is 
presented. This is an example of the use of the 
hierarchical browsing: When a desired image type is 
found at a certain level, the associative clusters can be 
taken into closer inspection (they can be zoomed in). 
Hence, two clusters are selected and the contents of them 
are presented in figures 3a and 3b. This way the user can 
browse the image types of his/her interest. The size of the 
browsing view can be changed by selecting different 
levels in the hierarchical structure. 

  
Figure 3. An example of the browsing view of the paper 

defect images. From this image, two clusters (a and b) are 
selected to a closer inspection. The contents of these 

clusters are presented in subfigures a and b. 

 
Figure 4. Average precision/recall curves of the queries 

made in the both image databases. 
 

Grid-based clustering is applied to fast retrieval. The 
idea is to divide the image database into clusters before 
the retrieval operations are performed. This way the 
retrieval operations can be applied only to the clusters 
that are relevant to the query image. The relevant clusters 
are selected by comparing the query image to the 
representative (centroid) images of each cluster. The 
retrieval experiments were made using each database 
image as a query image in turn. In each query, we 
selected a set of clusters, which were closest to the query 
image. Because with the real image data the size of the 
clusters is very varying, the number of the clusters to be 
selected to the retrieval set varies also strongly. The 
number of selected clusters was limited so that the set of 
closest clusters contained only a certain number of 
images. The experiments were carried out using three 
sizes of cluster sets consisting of 10, 20, and 50% of the 
database images. In the experiments, retrieval accuracy 
was measured by defining an average precision/recall 
curve for each query  



Table 1. Computing time of the clustering in the large 
paper defect database of 10 500 images. 

 
 
(figure 4). In this figure, the retrieval comparison is made 
to the whole (unclustered) database. The figure shows 
that the precision value is almost the same as in the case 
of the whole database search, when the retrieval is 
applied for 50% of the database. In addition, using only 
10% of the images, precision is not impaired significantly 
(but retrieval time is decreased 90%, because only 10% of 
the database is searched). 
 
3.2. Computational cost 

 
The computational complexity of our clustering method 
was measured using a large, unlabeled paper defect image 
database that contained about 10 500 images. Table 1 
presents the computing time of the clustering for different 
numbers of clusters. The computing time of grid-based 
clustering is compared to that of k-means clustering. The 
computation was made using Matlab on a PC with 2.4 
GHz Pentium 4 CPU and 523 MB primary memory. 

Table 1 shows that there is a significant difference 
between the computational cost of the grid-based 
clustering and k-means algorithm. The reason for this 
difference is that k-means is an iterative algorithm, which 
makes it heavy, especially in the case of large databases. 

 
4. DISCUSSION 

 
In this paper we have presented a grid-based approach to 
the organization of image databases. We presented two 
practical applications for the use of this technique, image 
database browsing and fast retrieval. In the browsing, the 
hierarchical cluster structure makes it possible to zoom in, 
to select a specific image type to closer inspection, or 
zoom out, to browse the variations of the image database 
content. The second application is fast image retrieval. 
Especially in the case of large image databases, it is time-
consuming to go through the whole database at each 
query. However, when the queries are carried out in the 
clustered database, the queries can be focused only in the 
clusters that contain most relevant images. Hence the 
whole database is not needed to be searched, which saves 
computational time in the retrieval.  

In the case of large image databases (>10 000 
images), the clustering method should be fast. We 
compared the speed of our grid-based clustering method 

to k-means algorithm that has been used in hierarchical 
image browsing for example in [2]. The results presented 
in figure 5 show that grid-based approach outperforms k-
means algorithm in computational lightness. 

In conclusion, the grid-based clustering procedure 
proved to be effective in the content-based organization 
of large image databases. Therefore this method is 
suitable to be used in the retrieval and browsing of large 
image databases, which require fast processing time. 
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