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ABSTRACT 
 

We develop a neural network-based system for face 
detection and expression analysis for use in multimedia 
interactive services. Our system consists of two modules, 
a face detection module based on features extracted from 
Sinha’s template and an expression classification module 
based on shape parameters of parts of the human face. 
Preliminary evaluation of our system shows that, after 
training with only about 290 face/non-face images and 
about 250 facial expression images, our system managed 
to detect faces with very small error rate even in very bad 
quality images and to discriminate among the “scream” 
and “neutral” expressions with high accuracy. 

 
Keywords: Facial expression analysis, face detection, 
feature extraction, artificial neural networks and 
multimedia interactive services. 

  
1. INTRODUCTION 

Automatic detection of human faces and facial 
expression recognition is one of the most difficult and 
important problems in the scientific areas of pattern 
recognition and computer vision. Images that contain 
faces are instrumental in the development of more 
effective and friendly methods in human computer 
interaction and multimedia interactive services. Vision-
based human-computer interaction methods assume that 
information about a user’s identity, state and intent can be 
extracted from images, and that computers can then react 
accordingly [1,2]. Similar information can also be used in 
a security control system or in criminology to uncover 
possible criminals Facial expressions play a 
communicative role in interpersonal relations because 
they can reveal the affective state, cognitive activity, 
personality, intention and psychological state of a person. 

The first step of a fully automated system that 
analyzes     the information contained in face images is to 
detect and locate the faces in the images. Given a single 
image, the goal of face detection is to determine whether 

or not there are any faces in the image and, if so, return 
the location and extent of each face. 

After successful detection of the face, facial 
expression analysis must determine the psychological 
state of a person, so that the computer can react 
accordingly. This problem is quite challenging because 
faces are non-rigid and have a high degree of variability 
in size, shape, color and texture. Furthermore, variations 
in pose, image orientation and conditions add to the level 
of difficulty of the problem. Moreover, the variability in 
the ways people express themselves, depending on their 
culture, psychological state and habits, make it even more 
difficult to determine one’s psychological condition 
through his/her face image. 

To address this problem, a number of works have 
appeared in the literature [e.g., 3-11]. Most of them 
preprocess the image and use a classifier to determine the 
user’s facial expression. 

In this paper, a new and efficient human facial 
expression analysis system is proposed that combines 
artificial neural networks and image invariants 
approaches. Our proposed system may be particularly 
useful in human-computer interaction and multimedia 
interactive service applications, where simplicity, speed 
and efficiency are prerequisite. 

More specifically, the paper is organized as follows: 
in Section 2, we describe our face detection module, a 
preliminary version of which is presented in [12], and 
illustrate its performance. In Section 3, we present the 
facial expression analysis module of our proposed 
system, whereas in Section 4 we make an evaluation of 
performance and present some results. Finally, in Section 
5 we draw conclusions and point to future work.  

 
2. FACE DETECTION SYSTEM 

 
For our proposed face detection algorithm, we defined 
certain image invariants and used them to detect faces by 
feeding them to an Artificial Neural Network. These 
image invariants were defined on the basis of the 14 by 



16 pixel ratio template proposed by P. Sinha, [13, 14] 
which we summarize below.  

2.1 P. Sinha’s Template 

The method proposed by P. Sinha [13, 14] combines 
template matching and image invariant approaches. 
Specifically, P. Sinha aimed at finding a model that 
would satisfactorily represent some basic relationships 
between the regions of a human face and found out that 
while variations in illumination change the individual 
brightness of different parts of faces (such as eyes, 
cheeks, nose and forehead), the relative brightness of 
these parts remains unchanged.  This relative brightness 
between facial parts is captured by an appropriate set of 
pairwise brighter - darker relationships between sub-
regions of the face.  

The proposed template is seen in Figure 1 below, 
where we observe 23 pairwise relationships represented 
by arrows. The darker and brighter parts of the face are 
represented by darker and brighter shades of grey, 
respectively. 

 
 

Figure 1: The P. Sinha’s Template 

2.2 The face detection algorithm and some results 

Our proposed face detection algorithm is built on this 
model. We preprocess a candidate image to enhance the 
relationships mentioned above and then use the enhanced 
image as input to a fairly complex Artificial Neural 
Network to determine whether or not there is a face in the 
image. Our main goal is to form three clusters of the 
image using Principal Component Analysis with the 
Nystrom Algorithm [16, 17, 18, and 19] and the k-means 
algorithm so as to help the neural network detect faces. 
Typical results of our face detection system are depicted 
in the images in Figure 2. 
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Figure 2: Classification of two images by our system. 

The first image is an old one of low quality. The system managed to the 
detect 3 out of the 5 faces. The second image is of better quality and our 

system detected 2 out of 2 faces. 
 
 
 

3. FACIAL EXPRESSION ANALYSIS 
 

After successful face detection, the system uses the 
determined image area to perform facial expression 
analysis. The basic algorithm for the facial expression 
analysis task can been seen in Figure 3. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: The Facial Expression Analysis Module 
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The face detection step determines the location and 
extent of the face in the image, the “window pattern”, 
which is used by the facial expression analysis module for 
expression classification. In detail, our algorithm works 
as follows: 

1. We detect the front view of the face. The image 
region defined by the face detection step 
constitutes the “window pattern” for our facial 
expression analysis module, which will be 
examined to determine the psychological state of 
the person. 

2. We preprocess the “window pattern”:   
2.1 We apply Histogram Equalization techniques 

to enhance the contrast within the “window 
pattern”. 

2.2 We convert the image to binary and fill any 
holes in the binary image. 

3. Feature Extraction [21]: We convert pixel data into 
a higher-level representation of shape, motion, 
color, texture and spatial configuration of the face 
or its components. This representation is used for 
subsequent expression categorization.  Feature 
extraction generally reduces the dimensionality of 
the input space. The reduction procedure retains 
essential information with high discrimination 
power and stability. In Figure 4, we show facial 
points on which we base the extraction of 
expression classification features. We observe 
that, for the “scream” and “neutral” facial 
expressions, the location and shape of face parts 
vary significantly, which allows for the definition 
of expression classification features of high 
discrimination power. 

 
Scream: 

  

Neutral: 

  
 

Figure 4: The extracted features 
In the first column there are the input images and in the second column, 

the extracted features, depicted with gray points. 

 To define such features, we compute the 
Euclidean distances between the points in face parts 
and certain specific ratios of these distances. 
4. We apply the resulting feature vector to an 

artificial perceptron-based neural network, 
which classifies the window pattern into one of 
two class labels which depict the psychological 
state of the person as either “scream” or 
“neutral”. 

 
5. EVALUATION OF PERFORMANCE 

 
The feature extraction process aims at reducing the 
information fed into the neural network and categorize 
each facial expression according to some particular 
feature vector. In this way, we help the neural network in 
its expression classification task. Direct feeding of the 
entire face image into the network would require a 
significantly larger training set to achieve an acceptable 
performance level. 

To train the neural network, we used a set of 250 
images, 125 images for each expression. These images 
where gathered from sources of the World Wide Web 
[15, 20] and preprocessed before entered into the neural 
network. After training with this image set, the neural 
network achieved an error rate of 0.016. In fact, this error 
rate was gradually reduced as the number of the images in 
the training set increased. Given the relatively small size 
of the training set, this error rate is quite satisfying.  

According to the requirements set, when the window 
pattern represented a neutral facial expression, the neural 
network should produce an output value of “one” (or 
something close to this value). On the other hand, if it 
represented a screaming face, the output value should be 
“zero”. The output value can be regarded as the degree of 
membership of the face image in each of the “neutral” 
and “scream” classes. Typical results of the two neural 
networks can be seen in Figure 5. 
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Figure 5: Classification of two images by our system. 

 
6. SUMMARY, CONCLUSIONS,  FUTURE 

WORK 
 
We developed a neural network-based system for face 
detection and expression analysis for use in multimedia 
interactive services. Our system consists of two modules, 
a face detection module based on features extracted from 
Sinha’s template and an expression classification module 
based on shape parameters of parts of the human face. 
Preliminary evaluation of our system shows that, after 
training with only about 290 face/non-face images and 
about 250 facial expression images, our system managed 
to detect faces with very small error rate even in very bad 
quality images and to discriminate among the “scream” 
and “neutral” expressions with high accuracy. 

We plan to extend our work in the following three 
directions: (1) we plan to extend our system so as to 
cover more than the facial expressions “scream” and 
“neutral”. These two expressions are more clearly distinct 
than other expressions and their classification may be 
easier. The classification of other facial expressions may 
require the extraction and tracing of additional facial 
points and corresponding features. (2) We will improve 
our system by using a wider training set so as to cover a 
wider range of poses and cases of low quality of images. 
(3) We plan to apply our system in human computer 
interaction techniques. We will develop a system, which 
will react according to the psychological state of the user 
and will be installed in computers and mobile phones. 
This and other related work is currently in progress and 
will be announced shortly. 
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