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ABSTRACT 

 
In this paper I propose a methodology for the assessment of 
natural 3D video objects. Such objects become an important 
type of media objects in audiovisual 3D scenes which allow 
views from different viewpoints. For the assessment, a 
universally valid model for all kinds of 3D video objects, 
irrespective of their processing is introduced. This model 
shows that only the generated views with their masks can be 
compared with a representative selection of typical reference 
views or reference 3D video objects. The quality features of 
3D video objects are pointed out. There are typical 
distortions, for example occurring while view synthesis. 
Some methods for the detection of such errors which 
consider the masking information are proposed. In future 
work I intend to collapse the founded quality parameters to a 
3D video object quality metric (3DVQM) which has to be 
verified by subjective tests. 

 

1. INTRODUCTION 
 
In conventional audiovisual applications, visual content is 
represented by a single video stream. A novel approach is the 
content-based description of audiovisual content where all 
parts are coded separately as media objects, like in the 
MPEG-4 standard defined by the ISO [1]. The media objects 
can be composed in a 2D or a 3D scene. A typical example 
for a 2D composition is a video which consists of a sprite as 
background and some arbitrarily shaped video objects in the 
foreground. A 3D composition of several media objects can 
be prepared by an object-based production, e. g. a virtual 
studio production [2]. A coded 3D scene with media objects 
in it allows the user to navigate across the scene or to select 
from given viewpoints. But a major problem is the missing 
third dimension of natural video objects. When navigating 
across the scene the perspective onto the video object be-
comes incorrect [3]. Therefore, natural 3D video objects are 
required. There are several techniques for 3D video in devel-
opment and they are investigated in MPEG [4], [5]. A 
uniform description of 3D video objects is necessary in order 
to compare them. For this, a common model of 3D video 
objects is introduced in Section 2 of this paper. The 
development of 3DVO techniques needs metrics for their 

evaluation. Such metrics have not been available because it 
is a new topic with unresolved questions: What can serve as 
ground truth? What quality features does a 3DVO show? A 
methodology for the comparison and quality assessment is 
proposed in Sections 3 and 4. Naturally, some existing 
assessment techniques for 2D video and 2D shapes can be 
applied for that issue.  
 

2. THREE-DIMENSIONAL VIDEO OBJECTS 
 
2.1. Characteristics 
 
The major characteristic of 3D video objects is the availabil-
ity of different perspectives at every given time. Ideally, the 
object can be viewed from every point around it. The MPEG 
describes 3D video objects as results of multiple view video. 
They comprise shape and appearance [5]. This shape can be 
represented in different ways (polygon meshes, implicit 
surfaces, depth images, or multiple layered depth images).  
 
2.2. Capturing and Processing  
 
The recording of 3D video objects requires much expendi-
ture. In most cases a convergent set-up of a good few camer-
as is used. This can be supplemented or replaced by a new 
type of camera which records also depth values for every 
pixel. But also other new technologies for 3D video record-
ing are in development, e. g. the use of LIDAR (Light detec-
tion and Ranging). However, the different 3D video record-
ing techniques result in different outcomes (e. g. multiple 
view video or depth maps). 

Naturally, the different recording techniques but also 
varying applications require different schemes of processing. 
One class of processing schemes is image-oriented and an-
other class is shape-oriented [6] – [10].  

A typical example for an image-oriented processing is 
the synthesis of intermediate views using morphing methods. 
In a first step the cameras’ views incl. their shapes are 
rectified in order to morph one-dimensionally along the 
epipolar lines. This needs the fundamental matrix which is 
an outcome of the fixed calibration or of the self calibration. 
In another step the depth values are calculated by comparing 
corresponding points. The last step is the view synthesis. For 
a given viewpoint the resulting view is calculated by the 
rectified views, the correspondences, and the depth map. 



2.3. Common Model 
 
A scientific examination of 3D video objects requires a uni-
form description of them. In Figure 1, a model is introduced 
which is applicable to all types of 3D video objects [11]. 
This model starts at the recorded object, i. e. any natural 
three-dimensional object, e. g. an actor. The recording al-
ways yields a primary representation which consists of the 
cameras’ output. In the next step, this unprocessed output 
has to be prepared for the synthesis of arbitrary views. The 
view synthesis uses the viewpoint’s data and results in a 3D 
video object. In this proposal the term 3DVO stands for the 
generated video sequence according to one specified exami-
nation.  

Figure 1 – Model of the acquisition of 3D video objects 
 
This model is used to evaluate different 3D video ob-

jects representing one natural object. This is described in the 
next section. 

 
3. EVALUATION OF 3D VIDEO OBJECTS 

 
3.1. Quality Features 
 
In order to evaluate a 3DVO the quality features of its gener-
ated views have to be determined.  
• Such a generated video sequence shows the typical 

impairments of 2D video, too (e. g. blurring, noise). 
• The object’s shape of the generated views may be 

distorted which is very annoying. (In Figure 2, a typical 
distortion of the shape is to be seen down right.) 

• There are typical distortions within the object, e. g. a-
long epipolar lines. (In Figure 2, typical distortions at 
epipolar lines are to be seen in the area of the mouth.) 

• The generated view may be taken from a wrong per-
spective. The deviation may be static, depending on 
time, or depending on the viewpoint. 

Depending to the processing used, typical distortions will 
appear (e. g. warping methods produce distortions along epi-
polar lines). Another class of distortions is a result of limita-
tions of the recording system (e. g. occlusions). 

When watching a 3D video object it may be included 
badly into the 3D environment (e. g. because of a rim). An-
other typical error is a differing depth of focus. These are 
important quality features of the composition but not for the 
individual 3DVO. Therefore, these quality features are not 
considered here. 
 
3.2. Ground Truth 
 
A comparison at the level of the primary or secondary rep-
resentation (see Fig. 1) is not possible if differently gener-
ated 3D video objects have to be compared. Furthermore, 
this evaluation would not include the synthesis. But even at 
the level of the generated views a 3DVO has many appear-
ances at a given time because it can be viewed from various 
points. These facts show that approaches for the evaluation 
of conventional 2D video (Full-Reference FR, Reduced-
Reference RR, No-Reference NR [12]) can not be applied in 
their original sense. 

 
Figure 2 – Reference view and 3DVO view 

 
A common solution is a comparison of generated views 

with reference views (incl. shape information) whereas both 
view sequences relate to the same examination of the object 
(see Fig. 2). Such a comparison results in evaluation of the 
recording and rendering/synthesis as a whole. 
 
3.3. Previous Work 
 
There are many metrics for the quality evaluation of conven-
tional video [12], [13]. They are for instance regression-
based, feature-extraction-based, or vision-calibrated [12]. 
The correlation with the subjective assessment is up to 0.94 
[13]. Some principles of the feature extraction and the 
merging to a quality metric can be adopted to the quality 
assessment of 3D video objects. 

By the introduction of arbitrarily shaped video the 
assessment of segmentation and the resulting shapes became 
necessary. In [14]–[16] some metrics are presented which 
allow an objective evaluation with or without a ground truth. 
A shape evaluation is important for 3D video objects, too, 
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because the generated view of a 3DVO contains shape 
information. 
 

4. TECHNIQUES FOR THE 3DVQM 
 

4.1. Procedure 
 
Several steps are necessary for the quality assessment of 3D 
video objects. In the first step a calibration is useful to allow 
the extraction of quality features. Such a calibration is 
known from conventional video evaluation but that is only a 
spatial and temporal registration of a few pixels. A wrong 
perspective may result in a translation error of several pixels 
or in a wrong extension of the object. The calibration results 
(e. g. a detected focus error) are representing quality features 
and they are necessary for the calibration as well. The 
calibrated views can be used for the computation of statis-
tical parameters and the detection of distortions. In the last 
step all parameters wi will be collapsed to one 3D video ob-
ject quality metric: 3DVQM. The single determined quality 
parameters have to be combined: 

 
 
This weighting has to be verified by subjective tests (orienta-
ted to [17]). In Figure 3, the steps to the 3DVQM are shown. 
 

 
Figure 3 – Course of quality assessment 

 
4.2. Correspondence Analysis 
 
Correspondences analysis is applied for several purposes. It 
is used for the calibration as well as the extraction of distor-
tions. Hierarchical block matching offers the possibility to 
extract different features at certain levels. For instance, a 
translation can be detected at level 0 and distortions can be 
detected at higher levels (see Figure 4) 

 
Figure 4 – Detected distortions in block matching level 5 

 
4.3. Shape Comparison 
 
The shapes of the generated views can not be calibrated by 
pixel-based methods. The shape can be described by its con-
tour function. The one-dimensional DFT of the contour 
function allows detecting a translation or a scaling. 
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The absolute values of DFT coefficients are invariant to 
translations (q>0) and scalings result in a scaling of the 
coefficients.  

 
Figure 5 – Reference and disturbed shape 

 ro r1 r2 r3 r4 r5 r6 r7 r8 
R 442 140 18.2 10.8 5.4 7.2 3.8 4.3 2.2 
D 408 143 18.6 7.6 5.8 8.4 3.4 2.6 4.1 
Table 1 – Fourier coefficients of reference R and disturbed 

shape D 
 
In Figure 5, a reference shape and a disturbed shape are 

shown. In Table, 1 the Fourier coefficients (0…8) of both 
contour functions are listed. The deviation of r0 detects a 
translation of the whole shape. The deviations of the higher 
coefficients (r5…r8) detect impairments along the curve. 
 
4.4. Statistic Parameters 
 
A 3DVO shows typical quality features of a conventional 
video, too. Therefore, some parameters of 2D video can be 
used for the calibrated view. Especially, the differences of 
the spatial and temporal information (SI, TI; see [18], [19]) 
are a basis for quality parameters. For instance, distortions 
along epipolar lines produce deviations of SI. Table 2 shows 
a comparison of a reference 3DVO with 4 impaired 3DVO. 
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For this, typical distortions during the morphing process 
were simulated by insufficient correspondences. The differ-
ence of all SI values was computed as:  

 
 
 

(256 blocks per video object plane) 
 

no. 1 2 3 4 
subj. assessment -1 -0.5 -1.5 -3 

∆SI 0.297 0.246 0.441 4.37 
Table 2 – Subjective assessment and changing of SI for four 

3DVO with defective morphing  
 

5. CONCLUSIONS 
 

In this paper I have proposed a methodology for the quality 
assessment of 3D video objects. There are several methods 
for the acquisition of 3D video objects in development 
which are basically different. Therefore the object’s repre-
sentations are not comparable. I have presented a universally 
valid model for all types of 3D video objects. Furthermore, I 
have introduced a methodology to compare such video 
objects to reference views and assess them. In order to 
calibrate the views and compute quality parameters some 
methods have been proposed. Hierarchic block matching can 
be used to find translation errors at level 0 and distortions of 
the view synthesis at higher levels. The one-dimensional 
DFT of the shape’s contour function is suitable to detect 
translations and scalings regardless of the pixel 
representation. Statistic parameters allow evaluating for in-
stance the dynamic quality features. In the future work we 
intend to collapse the quality parameters to a 3D video object 
quality metric: 3DVQM. 
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