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ABSTRACT 

Crowded video sequences like those of demonstrations offer an 
interesting challenge for object extraction and tracking due to 
their complexity: taken outdoors, often in extreme illumination 
conditions, with faces not in frontal view, perspective, complex 
background, etc. Tracking of the individuals becomes a difficult 
task due to the high number of occlusions. In order to deal with 
these problems a mutual feedback spatial-temporal detection 
algorithm is proposed. The system improves its efficiency 
thanks to a cooperative approach between spatial detection and 
temporal tracking. Spatial detection is based on skin color 
classification and shape analysis by morphological tools. 
Temporal tracking is based on the analysis of the optical flow. 
The mutual feedback approach improves both spatial detection 
and temporal tracking. In order to deal with multiple occlusions, 
a graph-based approach taking advantage of the neighborhood 
consistency has been introduced. 
 

1. INTRODUCTION 

Many techniques have been developed for the detection and 
tracking of people in crowded scenes [9,10]. In order to obtain a 
reliable and objective estimate of the number of people 
attending a demonstration, one may follow different approaches, 
depending on the type of demonstration. For static 
demonstrations, a usual strategy is to estimate the local density 
of people along the streets and places filled by the crowd. Then, 
given the total surface of this area, one can obtain an estimate of 
the overall number of attendees. For demonstrations where the 
crowd walks along the streets, a simpler strategy is to estimate 
the flow of people who cross one or several reference lines 
along the way. In the latter case, video analysis can contribute 
powerful tools in order to automate the people count. 

Video sequences under analysis look like the image 
presented in Figure 1. These images pose interesting challenges 
to state of the art techniques for video object extraction and 
tracking, basically due to the complexity of the objects under 
analysis, and the different effects due to occlusion, shadowing, 
perspective deformation, complex motion and insufficient 
image definition. In this paper, we approach the problem of 
extracting and tracking people in a demonstration by means of a 
spatial detection and a temporal tracking approach.  

 

This material is based upon work partly supported by the IST 
programme of the EU through the NoE IST-2000-32795 SCHEMA and 
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We apply spatial detection in selected key-frames in order to 
locate people in the crowd. Then we track the detected persons 
along the sequence, until the next key-frame. Spatial detection 
and temporal tracking complement each other by mutual 
feedback in a synergetic approach. Our target is to show the 
improvement in robustness contributed by the spatial-temporal 
feedback, which overcomes the aforementioned problems. 

 

 
Figure 1. Example of a demonstration image 

 
2. STRATEGY 

The dual spatial/temporal processing is represented in Figure 2. 
The Spatial Detection (SD) block and the Temporal Tracking 
(TT) block have symmetric structure, as described below. 

The SD block analyzes the original video image using an 
initial estimate of the detected objects. The evolution of the 
features for each object is stored in a feature vector and also 
input into the SD block. From these data, the SD block updates 
the estimated mask of the detected objects by means of a spatial 
segmentation algorithm. The feature vector and the initial 
estimate are used to control the spatial segmentation and 
detection parameters. 

The TT block analyzes each original video image and its 
variation with respect to the previous frames. The feature vector 
is also input into the TT block. From these data, the TT block 
updates the estimated mask of the detected objects by means of 
a temporal tracking algorithm. In this case, the feature vector 
and the initial estimate control the object-tracking parameters. 

The cooperation of the two independent blocks takes place 
at processing time, as shown in figure 3. The following sections 
explain the techniques used in each one of the building blocks 
and the cooperation process in more detail. 
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Figure 2. Spatial Detection (SD) and Temporal Tracking (TT) blocks 

 

estimate'�

SD SD

TT

estimate

estimate'

fv

fv'

fv'�

 
Figure 3. Interaction of the SD/TT blocks at processing time 

 
3. SPATIAL DETECTION 

The Spatial Detection block aims at detecting the faces of the 
people in the demonstration, as faces are the most distinctive 
features of the objects to be extracted. Color, shape and size 
criteria are used to assess the segmentation algorithm. 

Figure 4 shows the overall processing procedure for the 
Spatial Detection block. 
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Figure 4. Spatial detection algorithm 

 
3.1 Skin color likelihood 
A two dimensional Gaussian function on the chrominance plane 
of the YCbCr color space is used as human skin color model [4]. 
In order to improve performance, the Gaussian parameters are 
made adaptive to the characteristics of the scene. This results in 
a skin-color-likelihood image, which will be used once filtered 
and binarized in the morphological shape analysis step. 
 
3.2 Morphological shape analysis 
Most shape analysis techniques for face detection are based on 
the explicit knowledge that the shape of a face is approximately 
an ellipse. In crowded scenes, mostly due to partial-occlusion 

problems, it is quite common to detect regions including two or 
more overlapping faces, which do not have an elliptical shape. 
The algorithm handles this problem by analyzing the skeleton of 
the detected skin regions. We apply the definition of the 
skeleton transformation proposed by Calabi [1], as the set S(X) 
of maximal balls Sn(X).  

The first step is to eliminate false skin positive detections 
(xi) from the original set of detected regions (X), whose size is 
smaller than faces, like hands or handbags, or larger, like coats.  
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where m is the mean size of a human face, and σ is a threshold. 
This analysis considers the perspective deformation inferred 
from the lines shown in figure 1. A perspective factor is applied 
on any decision taken on shape and size features thereon. 

To deal with regions potentially including multiple 
overlapping faces, the skeleton is iteratively analyzed. Region 
shapes can be decomposed into p (a priori unknown) faces, 
which are allowed to overlap up to factor r. 
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  The resulting skeleton is a set of p values, which correspond to 
the center of the detected faces. The result of the inverse 
skeleton transformation of S�(X�) is used as the marker image 
required for the segmentation step. The inverse skeleton 
transformation takes into account the overlapping factor r>0 in 
order to avoid overlapping markers. 
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3.3 Face segmentation 
Once the markers for the faces have been detected, their shape 
must be accurately determined in order to track them in the 
video sequence. The watershed algorithm is applied on the 
morphological gradient of the luminance component of the 
original image for face reconstruction. 
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Figure 5. Temporal Tracking algorithm 



4. TEMPORAL TRACKING 

Local motion estimation is performed using the algorithm 
presented by Lucas-Kanade [6]. It consists of a multi-scale 
coarse-to-fine procedure based on a gradient approach. After 
linearizing and minimizing respect to Vx(x,y) and Vy(x,y) the 
following system is obtained: 
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where Ex, Ey and Et are the estimated gradients.  
As in the Lucas-Kanade algorithm described by Barron et al 

[7], the gradients are estimated by using a 1x5 kernel, so that a 
set of 5 frames is needed �i.e. the current frame, two previous 
frames and two subsequent frames. As suggested by Simoncelli, 
Adelson and Heeger [5], the gradients are also smoothed in 
order to weight their contribution. Due to the complex nature of 
the images and the large error that would be introduced, we omit 
any pre-smoothing of the original images, which otherwise 
would be normally applied in order to reduce errors in the 
gradient estimation.  
Using the labelled image provided by the Spatial Detection 
Block, the affine parameters within each region are estimated 
by standard regression techniques. Affine motion is defined by 
the following equations: 
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where aij stands for the affine motion parameters.  
As defined in [8], the linear least squares solution for the affine 
motion parameters within a given region, Ri, is as follows: 
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The size of the regions depends on the labels obtained in the 
Spatial Detection Block. A region might have multiple motion 
modalities if its label contains multiple faces. The analysis of 
the homogeneity of the affine approximation of the velocity 
helps us in the detection of the labels conveying multiple faces 
(those regions with multiple motion modalities). 

The next step in the motion block is the affine 
transformation, which propagates the labels to the next frame. 
Considering Vx=x�-x and Vy=y�-y, being (x�,y�) the next frame 
and (x,y) the current frame, then: 
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is the equation relating current frame and next frame positions. 
We apply backward motion compensation instead of forward 
motion prediction: by evaluating each point of a neighbourhood 
Nlabel of the given label L, we determine which (x�,y�)∈Nlabel 
comes from a (x,y)∈L. Backward motion compensation ensures 
that the spatial connectivity of the label is kept.  

The main purpose of the analysis block is to obtain motion 
information in order to improve the global performance of the 
tracking algorithm. Information such as the direction of 
propagation, the module of the velocity vector, the global 
optical flow, the splitability of the labels, etc. can be crucial in 
disambiguating occlusion situations. All the data is stored in the 
feature vector, updated at each iteration of the algorithm. 

Finally the predicted motion error needs to be evaluated. We 
use a normalized DFD to provide, apart from the motion data, 
the reliability of the prediction for each region. Given a label Ri, 
we compute its prediction error as follows: 

Ri

t
Ri size

IÎ
DFD

−
≡  

where Î is the interpolated prediction of the initial content of the 
label and It are pixel values under the label in the current frame. 
 

5. MUTUAL FEEDBACK 

The SD block uses temporal information to improve its 
detection rates without increasing false positive rates. This is 
achieved by increasing its sensitivity in those areas where the 
TT block predicts the position of a tracked face. Temporal 
tracking provides information of the number of faces p that 
might be included in a given skin region, which allows 
increased robustness in partial occlusion situations. In turn, the 
TT block improves its performance thanks to the analysis 
carried out in the SD block. Tracking errors are corrected at 
every key frame, when spatial detection is performed.  
The mutual feedback approach not only increases the 
performance of each individual block. The fusion of spatial and 
temporal information in a unique feature vector allows face 
identification along the sequence. Occlusions are dealt with by 
using temporal and spatial coherence in consecutive frames.  
After a labeling step in the current frame, a label-matching 
algorithm is applied to map the faces in the last frame to the 
faces detected in the current frame. This provides valuable 
dynamic information like size evolution, motion vectors and 
neighborhood information, which is used as the feature vector in 
the feedback schema in order to improve detection in 
forthcoming frames. A graph-based tracking technique [3] is 
also applied to take advantage of this neighborhood consistency. 
The graph-based tracking technique solves region occlusion, 
reappearance, region merging and region splitting situations.  

The first step of the face matching algorithm tries to map 
detected faces in the predicted partition 

tP�  (based on detection 
Pt-k), to the faces detected in partition Pt. Face similarity 
between faces �

i tf P∈  and 
j tf P∈  is given by the probability 

P(i→j), which is a weighted function of face size S, the position 
of the center of mass MC and a neighborhood measure N: 
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The next step deals with disappearances, appearances and 
reappearances by exploiting the information in the feature 
vector, base of the communication between the two blocks. This 
vector contains up to date information of each matched region 
and updated parameters characterizing the features of every 
face. When a face disappears in the video sequence, it is labeled 
in the feature vector as occluded, and all its attributes are kept, 
including its hypothetically predicted position for every frame. 
This allows taking occluded faces into account for the matching 
step, when a face appearing in Pt but not in �

tP  has to be labeled 
as new or as a reappearance of a face that was occluded in some 
frame between the interval [0,t). Only occluded faces which 
predicted position leaves the camera field of view are discarded, 
which helps to keep the memory of the feature vector at a 
reasonable size. 



 

 
Figure 6. Partial occlusion. From left to right: original image, binarized 

skin-likelihood masks, skeleton transformation and detected faces. 
 

 

 
Figure 7. Left: Final detection. Right: False positive eliminated (original 

image, binarized skin-likelihood mask, skeleton and detected face). 
 

6. RESULTS 

As shown in figure 6, the algorithm solves occlusion problems, 
where partial overlapping causes connection between two or 
more faces in the skin likelihood image. Figure 7 shows how 
morphological analysis is able to eliminate false positives from 
skin color detection. 
The Spatial Detection block uses temporal tracking information 
to improve detection (figure 8). If a face has been tracked to a 
given area, the skin color detector lowers its sensitivity 
threshold in that area of the image at the following frames. 
Thus, correct detection rates increase while false positive rates 
remain unchanged. Figure 9 shows the prediction error, obtained 
by computing the difference between the centers of mass of a 
given region in the ground truth ('Dist GT') and the predicted 
one. It can be observed that the mutual feedback improves 
tracking performance, decreasing the error at each key frame. 
 

7. CONCLUSIONS AND FURTHER RESEARCH 

We have presented a cooperative spatial detection � temporal 
tracking procedure aimed at people counting in video sequences 
of demonstrations. The originality of the approach is its ability 
to combine positive contributions of both algorithms. Spatial 
detection is improved by searching for target objects in the areas 
predicted by the temporal tracking algorithm. In this way, we 
can deal with occlusions, splits and crossovers. Temporal 
tracking is updated every N frames with the results from spatial 
detection, so that tracked object positions can be corrected when 
misalignments occurs. In this paper we are presenting the results 
of an on-going research project targeting the challenge of object 
extraction and tracking in complex video sequences. Further 
work will focus on illumination problems and graph-based 
techniques in order to use neighborhood information 

(neighboring objects) in order to disambiguate false detections 
or miss-detections. 
 

 

 
Figure 8.First row:  results of SD without mutual feedback. 
 Second row: results of SD with mutual feedback 
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Figure 9.  Improvement in Temporal Tracking 
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