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ABSTRACT 
 
The problem of detecting moving objects is very important 
in many application contexts such as people detection and 
recognition, visual surveillance both in indoor and 
outdoor environments, and so on. In this paper we 
propose a motion detection algorithm based on 
background subtraction and shadow removing. The main 
idea is to implement a fast and reliable approach for motion 
detection, able to extract the moving objects without their 
own shadows, in a single-step algorithm. It is based on the 
correlation between regions selected from the reference 
image and the current one. In addition, the proposed 
algorithm is able to efficiently update the reference model: 
unlike traditional background updating algorithms, our 
approach works well on every pixel in the background 
image, even if covered by a foreground object, in order to 
have always a consistent reference image. The 
experiments, performed on real image sequences acquired 
both in indoor and outdoor environments with natural and 
artificial lights, demonstrate the effectiveness of the 
proposed algorithm. 

 

1. INTRODUCTION 
 
In the last years, motion detection has attracted great 
interest from computer vision researchers due to its 
promising applications in many areas, firstly visual 
surveillance. Video surveillance systems seek to 
automatically identify people, objects, or events of interest 
in different kinds of environments.  The first step of these 
systems is to identify moving objects and also static 
objects that are different from a reference background. 

In literature, motion detection for object segmentation 
has been treated by several papers. We can resume them 
saying that there are three conventional approaches to 
moving target detection: optical flow [1, 2]; temporal 
differencing [3]; and background subtraction [4, 5, 6]. 
Optical flow can be used to detect moving targets even in 

presence of camera motion, but the relative computational 
methods are very complex and cannot be coded into real-
time algorithms without specialized hardware. Temporal 
differencing is very adaptive to dynamic environments 
but, generally, does not allow all relevant features and the 
true shape of the moving objects to be obtained. Usually, 
using this approach, only some boundary regions of the 
objects are detected, while the interior regions are 
detected as static. The last category, background 
subtraction, is the most used in literature. These methods 
implement a model of the background and compare the 
current image with this reference one. In this way the 
foreground objects present in the scene are detected, and 
the most reliable shapes of the moving objects are 
recovered.  

The approach proposed in [5] models the background 
as a textured surface, each point of which is associated 
with a mean color and a variance about that mean. A 
threshold has been used for partitioning the background 
pixels into visible and occluded pixels. In [4] a background 
model that handle the small motions of background 
objects, such as vegetation, has been proposed; this 
algorithm is not able to cope with sudden changes in 
indoor luminance conditions. Both these algorithm use a 
simple threshold for the detection of moving pixels; this 
drawback has been avoided in [6,7], where each pixel is 
represented using a running average and a standard 
deviation maintained by temporal filtering. Unfortunately, 
these approaches do not solve the problem of updating 
the regions covered by foreground objects. All these 
approaches don’t cope with the possible presence of light 
switches, typical in indoor contexts, as remarked in [8] and 
[9]. The only approaches able to handle this situation are 
proposed in [9, 10]: they are based on the presence of 
discontinuities in the training set. This constraint can alter 
the results of the algorithm when moving object is not 
much different from the background model. All these 
algorithm detect moving objects with their own shadows: 
so, a shadow removing algorithm must be invoked, in 
order to extract the correct shape of the objects, as 
indicated in [11]. The main drawback of such approaches 



is their excessive sensitiveness to natural and artificial 
light condition changes, slight movements of background 
objects (such as vegetation), and the presence of 
shadows. Removing shadows is very important to have a 
good segmentation of the detected objects. Shadows 
occur when objects partially or completely occlude direct 
light from a light source. We can interpret shadows in the 
image, and the effect they have on the pixels in the scene, 
as a semi-transparent region in which the scene 
reflectance undergoes a local attenuation. Many works 
have been done on background modeling but a general 
and valid solution has not been pointed out. 

In this paper we propose a background subtraction-
based algorithm for foreground objects segmentation. It is 
based on the analysis of the correlation exhibited by the 
reference image (background) and the current one. In this 
way, it is possible to detect only effective moving objects, 
without their own shadows, because these regions 
present the same texture both in the current image and in 
the background. In addition, small movements in 
vegetation will be handled, like also gradual change in the 
light conditions, typical for outdoor environments, and 
sudden small luminance changes, due to light switches in 
indoor context. Moreover, the proposed algorithm will be 
able to automatically update the reference image, in order 
to have always the most reliable background image. So, an 
innovative updating algorithm will be presented, able to 
update all pixels in the image, even if covered by 
foreground objects. 

In the rest of the paper, firstly the background model, 
insensitive to the presence of shadows, is presented 
(section 2); then, a subsystem for the background 
updating is explained (section 3). Finally, the exp erimental 
results obtained on real image sequences acquired both in 
indoor and outdoor sites are reported (section 4). 
 

2. BACKGROUND SUBTRACTION 
 
Foreground object segmentation is a fundamental step of 
visual surveillance systems: the results of this step are the 
inputs for the subsequent processing (object recognition, 
motion analysis, activity recognition…). So it is very 
important to correctly extract the moving objects. This 
makes necessary to develop very reliable motion detection 
algorithms, that should be adaptive to luminance 
variations and able to reduce the number of false alarms 
due to noise. All traditional background subtraction 
algorithms detect objects with their own shadows; so, 
they need a further shadow removing algorithm to obtain 
the correct shape of the moving objects. In addition, they 
generally use a pixel based approach to detect motion:  
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where B(x), I(x) are respectively the reference and the 
current values for the pixel x, and σ is a suitable noise 
threshold. As reported in [12], with this kind of 
approaches the results are poor  due to the presence of 
noise and gray level similarity between the background 
and the moving objects. This sensitiveness to noise 
requires the implementation of a filtering algorithm in order 
to remove small agglomerate of pixels. 

In this paper we propose a motion detection approach 
that makes the system less sensitive to noise. A pixel is 
detected as moving not only by comparing its value in two 
different images, but also evaluating its relationship with 
neighborhood pixels. In this way, the great part of 
spurious noise pixels are not detected. In addition, with 
this texture control, only effective moving objects are 
detected, without their own shadows. 

We have chosen to model the background by means 
of the average values exhibited by each pixel during a 
supervised training period, in which no foreground 
objects are present in the scene. 

To obtain only foreground objects, a motion 
detection algorithm based on the evaluation of the 
correlation measurement between neighborhood pixels has 
been implemented. In particular, to decide if the examined 
pixel belongs to the background or foreground, a small 
window around it is selected. Firstly, we have implemented 
a standard correlation measurement: 
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where M and N are two n-size windows selected around 
the examined pixel. Even if this algorithm produces 
interesting results, we have chosen to implement a 
different approach to define if a pixel has to be classified 
as foreground or background. The main idea is that we can 
classify a pixel as static or moving if its relationship with 
the neighborhood pixels is substantially unchanged in the 
current image and in the reference one. Then we have 
compared the ratios between it and an adjacent point of  
corresponding pixels in both current and background 
images as follows: 
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If the difference D of (3) is less than 0.9 (a threshold 
experimentally selected), then the pixel (i,j) is marked as 
static, o therwise it is a moving point. 



Experimental results have shown that using 
correlation measurements proposed in (2) and (3) good 
results in foreground objects segmentation have been 
obtained. So, in order to reduce computational time (a 
fundamental requisite for a surveillance system that 
should work in real time) we have chosen to use the 
simpler and faster algorithm based on the correlation 
measurement proposed in (3). This kind of approach is 
able to extract only the effective moving foreground 
objects, without their own shadows, because shadow 
regions present the same texture both in reference and 
current image. In addition, the percentage of noise pixel is 
substantially reduced with respect to that obtained with 
other conventional pixel-based background subtraction 
algorithm. Finally, the great problem of sudden changes in 
luminance conditions, typical of indoor environments, has 
been avoided, because the texture of regions remains 
unchanged if the light source changes suddenly. 
 

3. BACKGROUND UPDATING 
 
Any background subtraction approach is sensitive to 
variations of the illumination. Each algorithm needs a 
reliable background model image consistent at each time 
instant with the current scene luminance condition. Many 
related works use background subtraction for determining 
the foreground regions that should not be considered by 
the background updating process. So, once the 
background points have been detected in the current 
image, only the pixels corresponding to the background 
model are updated, while all the other  points, masked by 
foreground regions, remain unchanged. In particular, in 
case of objects moving slowly, as a person staying in the 
same region for a long  period of time, this can invalidate 
the results. The proposed approach allows all the pixels of 
the background to be updated, even if they correspond to 
points covered by foreground objects. The main idea of 
our approach is that the intensity variation of each pixel of 
the background model is not estimated by referring only to 
the corresponding pixel on the current image, but 
considering the variations exhibited by all the pixels with 
the same intensity value. In this way,  if a pixel is covered 
by a foreground object, it can be updated, accordingly to 
the variations observed at the other background pixels 
with the same intensity value.  The updating value  

),( yxB t  is  estimated by evaluating the photometric 

gains as follows: 
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where { } niib ...1= are the n different intensity values that a 

pixel can assume, and )( ibN is the number of pixels in the 

background image ),( yxB t  with intensity value ib . The 

iterative updating rule becomes: 
),(*)1()),((),(*),(1 yxByxByxByxB tttt αµα −+=+  (6) 

In this way the artefacts due to an obsolete background 
obtained when an object moves after a long period of time, 
can be avoided.  
 

4. EXPERIMENTAL RESULTS AND CONCLUSIONS 
 
The experiments have been performed on real image 
sequences acquired with a static TV camera Dalsa CA-D6 
with 528 X 512 pixels; the frame rate selected is 20Hz. The 
processing is performed with a Pentium IV, with 1,5 GHz 
and 128 Mb of RAM. We have chosen to test algorithm 
on two sequences acquired in outdoor and indoor 
environments. In particular, indoor sequences have been 
acquired in presence of sudden light changes, due to light 
switches, with a walking person in the room. Outdoor 
sequences have been acquired in an archeological sites, 
where typical illegal activities were simulated. The 
characteristic of the test sequences are reported in table 1. 
 

Table 1: The characteristics of the test sequences . 

 Frame Frame rate Size 

Archeological site 
(outdoor) 

17 622  10 frames/sec. 384 x 288  

Laboratory (indoor) 20 948  10 frames/sec. 528 x 512  

 
The results obtained applying the proposed motion 
detection algorithm are very encouraging. In fig. 1, some 
images obtained during the elaboration are plotted. In the 
first column the original grey level images are illustrated. 
The results after the background subtraction step are 
reported in the second column. The first three rows refers 
to image acquired in an archeological site, while in the last 
two rows the results obtained in an indoor context after 
switching off the light source are illustrated. As it can be 
seen, the foreground objects are correctly detected 
without their own shadows. 

In order to have a quantitative estimation of the error, 
we have characterized the Detection Rate (DR) and the 
False Alarm Rate (FAR), as proposed in [12]: 

FNTP
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where TP (true positive) are the detected regions that 
correspond to moving objects; FP (false positive) are the 
detected regions that do not correspond to a moving 
object; and FN (false negative) are moving objects not 
detected. In table 2 we can se the results obtained on the 
two test sequences. 
 

Table 2. Rates to measure the confidence  
Test sequence DR (%) FAR (%) 

1 97,46 3,7 
2 97,31 1,6 

 
We can note that the FAR parameter is under 4% in 

the first test sequence (outdoor environments, more 
sensitive to changes in luminance conditions) and even 
under 2% in the second test sequence (indoor context, 
light conditions more controlled). As a future work, we are 
effecting more intensive experimental tests, both in indoor 
and outdoor contexts, to evaluate the robustness and 
reliability of the system in different conditions.  
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Fig. 1: experimental results obtained in different applicative 

contexts  
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